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The Importance of Comparative Effectiveness

P In almost all areas of medicine today, multiple treatment options
exist.A central question in both clinical epidemiology and health
technology assessment is:

» “Which treatment provides the best benefit for each patient?”

P This is not only a methodological issue but also a matter of public
health and healthcare policy.

» With rapid population aging and the increasing burden of healthcare
costs, answering this question has become more important than ever.

Del Fiol et al. (2014), Caldwell et al. (2015), Egger et al. (2022)
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Comparative Effectiveness Research (CER)

Mitka, M. (2010). US Government Kicks Off Program for
Comparative Effectiveness Researches. JAMA 304: 2230-1.
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Comparative
effectiveness research
allows investigators
to determine the
superiority, inferiority,
or equivalence of
various interventions
when pitted against
each other.

P Institute of Medicine (IOM)
defines CER as: “The generation
and synthesis of evidence
comparing the benefits and
harms of alternative methods to
prevent, diagnose, treat, and
monitor clinical conditions or
improve healthcare delivery.
The purpose is to support
informed decisions by patients,
clinicians, and policymakers to
make informed decisions that
will improve health care at both
the individual and population
levels.”

The ALLHAT Trial (1990s, USA)

[ ORIGINAL CONTRIBUTION JAMA-EXPRESS

Major Outcomes in High-Risk
Hypertensive Patients Randomized to
Angiotensin-Converting Enzyme Inhibitor

or Calcium Channel Blocker vs Diuretic
The Antihypertensive and Lipid-Lowering Treatment
to Prevent Heart Attack Trial (ALLHAT)

Context Antihypertensive therapy is well established to reduce hypertension=

related morbidity and mortality, but the optimal first-step therapy is unknown.

Objective To determine whether treatment with a calcium channel blocker or an
lowers coronary heart dis-

I ease (CHD)
Design The Antihypertensive and Lipid-Lowering Treatment to Prevent Heart At-
tack Trial (ALLHAT), a randomized, double-blind, active-controlled clinical trial con-
ducted from February 1994 through March 2002.
lone ac- " ipants A total of 33357 parti y

il hypertension and at least 1 other CHD risk factor from 623 North American centers

Part g 125
t025 mg/d (n=15255); amlodipine, 2.5 to 10 mg/d (n=9048); orlsinopril, 10t0 40
mg/d (n=9054) for planned follow-up of approximately 4 to 8 ye:

Main Outcome M The primary
fatal myocardia in;
cause mortality, stroke, combined CHD (primary outcome,

gina without hospitaizat d
Results Mean follow-up was 4.9 years. The primary outcome occur
wed with chlorthalidone (6-

% Cl, 0.90-1.07) for amlo-

ticipants, with no difference be
year rate, 11.5%), the relative

https://doi.org/10.1001/jama.288.23.2981
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P Large-scale RCT comparing four major
antihypertensive drug classes: Diuretics,
B-blockers, ACE inhibitors, Calcium
channel blockers

» Planned sample size: 40,000
participants—an unprecedented scale at
the time.

» Shows that head-to-head RCTs designed
to provide definitive evidence on
comparative effectiveness require
enormous resources, time, and effort.

» Such studies are rare in practice,
highlighting the need for alternative
evidence synthesis methods.




Network Meta-Analysis (NMA)

» NMA is a statistical method that allows for the simultaneous comparison
of multiple treatments.

» Unlike traditional pairwise meta-analysis, it can integrate evidence
from 3 or more treatments at once.

P It combines both direct comparisons (head-to-head trials) and indirect
comparisons (via common comparators).

P Earlier literature referred to NMA as “multiple treatment comparison
meta-analysis” or “mixed treatment comparison.”

Caldwell et al. (2005), Salanti (2012)
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Applications of NMA

fh iri
(7B World Health | {FiS.
G organization :

» NMA has become increasingly influential
- B = | in evidence-based medicine.

Use of network meta-ar:alysis in clinical guidelines » |n 2016, the World Health Organization
: ; incorporated NMA evidence into its
guidelines on HIV treatment.

» Since then, NMA has been routinely used
— in WHO guideline development.

PMC5043215

» The method has also been widely
adopted by Cochrane and NICE (UK),
reflecting its suitability for clinical
guideline development and health policy.

1SN
0042.9686

https://iris.who.int/handle/10665/271991
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NMA in Clinical Guidelines

PLOS Y- one o o e » Review of Cochrane NMAs (PLOS One, 2024): Among 60
— NMAs, 43% were cited in 89 different guidelines.
The Impact f Cochrane Reviews that apply network meta- » Each NMA was cited in 1-13 guidelines.
analysis in clinical guidelines: A systematic review
iy : » Compared with traditional pairwise meta-analyses:
NMAs were 1.5 times more frequently cited.
» NMAs influenced recommendations 4.4 times more
often.
» NMAs were almost twice as likely to be included in NICE
guidelines.
» These findings emphasize the practical importance of
NMA for shaping medical recommendations.
https://doi.org/10.1371/journal.pone.0315563
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Pubmed search: ("network meta-analysis” OR "multiple treatment comparison meta-
analysis“ OR "mixed comparison meta-analysis")

2025/10/23-24




T

ONLINE FIRST
Antihypertensive Treatment and Development
of Heart Failure in Hypertension

A Bayesian Network Meta-analysis of Studies in Patients
With Hypertension and High Cardiovascular Risk
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Case Study: Antihypertensive Drugs

» Example study: Sciarretta et al. (2011).

» Conducted an NMA of antihypertensive
drug classes: a-blocker (AB),
angiotensin-converting enzyme inhibitor
(ACE), angiotensin Il receptor blocker
(ARB), B-blocker (BB), calcium channel
blocker (CCB), conventional treatment
(CT), diuretic (DD)] and placebo

B Qutcome: incidence of heart failure.

Sciarretta et al. (2011)

Network of the evidence

- 084076095 >

Sciarretta et al. (2011)
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» A network meta-analysis of
antihypertensive drugs based on 26
randomized controlled trials (n =
223,313)

» No single randomized controlled trial
compared all drug classes directly.

» Network meta-analysis enabled
systematic evaluation by integrating
both direct and indirect comparisons.

» This illustrates how NMA can address
critical evidence gaps in clinical
decision-making.
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Results from the NMA

o 855,01 » Comparative treatment effects
o0s 059(0.47072) I can be displayed using forest
Acels 071 (038084 plots or network plots, which
ARBs 0.76 (0.62-0.90) . . . eg e
or 077 (050095) make the findings more intuitive.
CCBs 0.83 (0.67-0.99) —
e B T. » Such results allow clinicians,
Placebo . researchers, and policymakers to
I evaluate the relative
L1 0R effectiveness of multiple
. - interventions simultaneously,
Figure 3. Results of network meta-analysis with placebo considered as a referent treatment. . . .
ABs indicates «-blockers:_Aggls, angiotensin converting enzyéme inhibitors; ARBS‘_ag%iotensm Il receptor Someth]ng not pOSSlble with
lbr‘eoactl;ﬁ(resr{tFg;vs%?n!?gﬁ:'and%R?glgéin:aia)a.mm blockers; Crl, credibility interval; CT, conventional Conventional pairWise meta'

analysis.

Sciarretta et al. (2011)
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NMA: Network Meta-Analysis Based on Multivariate Meta-Analysis and Meta-Regression Models
Network meta-analysis tools based on contrast-based approach using the multivariate meta-analysis and meta-regression models (Noma et al. (2025)
<d0i:10.1101/2025.09.15.25335823>). Compi ive analysis tools for network met: lysis and met: ion (e.g., synthesis analysis, ranking
analysis, and creating league table) are available through simple commands. For inconsistency assessment, the local and global inconsistency tests
based on the Higgins' design-by-treatment interaction model are available. In addition, the side-splitting methods and Jackson's random inconsistency
model can be applied. Standard graphical tools for network meta-analysis, including network plots, ranked forest plots, and transitivity analyses, are
also provided. For the synthesis analyses, the Noma-Hamura's improved REML (restricted maximum likelihood)-based methods (Noma et al. (2023)
<d0i:10.1002/jrsm.1652> <d0i:10.1002/jrsm.1651>) are adopted as the default methods.
Version: 211
Depends: R(>3.5.0)
Imports: stats, grid, MASS, ggplot2, metafor, stringr, forestplot, nlegslv
Published: 2025-09-18
Author: Hisashi Noma ( [aut, cre], Kazushi Maruo [aut], Shiro Tanaka [aut], Toshi A. Furukawa [aut]
Maintainer: Hisashi Noma <noma at ism.ac.jp> e
License: GPL3 flpackess N
URL: https://doi.org/10.1101/2025.09.15.25335823 N ETWORK
NeedsCompilation: no META-ANA LYS'S
Materials: NEWS it 2 S et
i MetaATalEs Simple. Powerful. Reproducible.
CRAN checks: NMA results
Documentation:
Reference manual: NMA.html , NMA.pdf
Downloads:
Package source: NMA 2.1-1tar.gz
Windows binaries: r-devel: NMA 2.1-1.7ip, r-release: NMA 2.1-1.zip, r-oldrel: NMA 2.1-1.zip
macOS binaries:  r-release (arm64): NMA 2.1-1.tgz, r-oldrel (arm64): NMA 2.1-1.tgz, r-release (x86_64): NMA 2.1-1.tgz, r-oldrel (x86_64): NMA 2.1-1.tgz
0ld sources: NMA archive
https://cran.r-project.org/web/packages/NMA/
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Today’s Agenda

v

Introduction to frequentist statistical methods for network meta-
analysis.

Demonstration using Sciarretta et al. (2011) antihypertensive trial data.
Hands-on practice with the R package “NMA”.

Discussion of data preparation, modeling options, and diagnostics.
Interpretation of results and implications for evidence-based medicine.

A A \/
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= ) romehi / tectures Q Type(Dtosearch 8- +- 0 neg
<> Code @ lssues 11 Pullrequests ® Actions [ Projects [0 Wiki @ Security |2 Insights & Settings
& Lectures pubic 2 Pin  OWach 0 v ¥ Fok 0 v Y7 str 0
$ main ~ ¥ 1Branch © 0Tags Q Gotofile t  Addfile - About ]
Materials from my classes and lectures
& nomahi Update Reoderr 49beab8 - 2 minutes ago {0 12 Commits
Hitotsubashi2025A
Hitotsubashi20258 4 days ago
M ScienceTokyo2025 4 days ago
B ycu2025
Releases
[ LICENSE Initial
D README.md Create README.md
» Example R code is available for self-learning and replication. Repository: GitHub
(https://github.com/nomahi/Lectures/).
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Two Main Approaches in NMA

» Arm-based approach: models outcomes at the trial-arm level (events,
means, standard deviations).

P Primarily used in Bayesian frameworks, implemented in software
such as R package “gemtc”.

P Contrast-based approach: models effect measures such as odds ratios
or hazard ratios.

» Extends conventional pairwise meta-analysis models to networks
with many treatments.

» The contrast-based framework is most common in frequentist
analyses.

White et al. (2019)

2025/10/23-24 15
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Contrast-Based Approach

P Treats study-specific effect estimators as correlated observations in a
multivariate framework.

P Direct extension of DerSimonian-Laird type models from pairwise to
multiple treatments.

Compatible with both fixed-effect and random-effects assumptions.

Provides tools for heterogeneity assessment such as Q test, |2 statistic,
and prediction intervals.

» Formally described in the literature as the main frequentist foundation
for NMA.

V-V

White et al. (2012)
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THE PREPRINT SERVER FOR HEALTH SCIENCES.

& Follow this prprint. @ Previous Nec©

lysis based on multivari lysis and meta- 18,2025
regression models in R

3 Download PDF =«
hi Maruo, Shiro Tanaka,Toshi A. Furukaw [ Print/Save Options s
. i ¢
25.09.15.25335823 A Qc
and has not been peer-reviewed [what does this mean?]. It 2
arch that has yet to be evaluated and so should not be used to
Subject Area

Abstract InfolMistory  Metrics 3 Preview POF
Abstract
Reviews and Context
Network meta-analysis has become an established methodology within systematic
reviews for comparing the effectiveness of multiple treatments, and it has been now a @ comment ]
standard approach in comparative effectiveness research. However, the underlying @ TRP Peer Reviews @
statistical methods are often highly technical for non-statisticians in practice, and no
© cormigReion @
freely available software package has been developed that can handle a general
framework based on the multivariate meta-analysis and meta-regression models. To © Avomare d Services o
address these issues, we developed NMA, a comprehensive and user-friendly R @ siozsMedia [=]
package that covers extensive analysis and graphical tools of network meta-analysis © oo &
uthor Videos

with simple commands. The NMA package provides generic functional tools for

evidence synthesis based on the multivariate meta-analysis models, network meta-

sment of and

analyses, and a range of graphical tools. In addition, NMA includes data-handling S
functions that facilitate the integration of both arm-level data and summary statistics

easily. In this article, we provide a gentle introduction to the NMA package and Al Articles
illustrate its application through a case study of a network meta-analysis of
antihypertensive drugs

https://doi.org/10.1101/2025.09.15.25335823

17

2025/10/23-24

R package “NMA”

The “NMA” R package was originally developed for courses on Network
Meta-Analysis at Kyoto University.

It is a free, open-source package that provides a complete set of
standard frequentist tools for NMA, including statistical analyses and
graphical visualizations.

All major functions are accessible through simple commands, lowering
the barrier for applied researchers.

The package also includes data-handling tools that allow users to
integrate arm-level data (sample sizes and event counts) as well as

summary statistics such as hazard ratios or mean differences, with
minimal effort.

18




R language

P R language is an open-source and freely available programming
language and environment for statistical computing.

P It was originally derived from the S language developed at AT&T Bell
Laboratories.

» Nearly all standard statistical methods used in clinical research have
been implemented in R modules, making it a reliable software that is
widely accepted and cited in medical publications.

» The vibrant open-source community ensures continuous development,
testing, and validation of methods.

CRAN (The Comprehensive R Archive Network) https://cran.r-project.org/

2025/10/23-24
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CRAN (Comprehensive R Archive Network)

he Comprehensi Archive Network

[PomnToad and Tnstall R
Precompiled binary distributions of the base system and contributed packages, Windows and Mac users most
likely want one of these of R:
CRAN (Debian, Fedora/Redhat, Ubuntu)
Mirrors
What's new
Search
is istributions, you should check with your Linux package management system in addition
About R o
R Homepage i
The R Journal Iy
[Wind ely want to download the precompiled binaries listed in the upper box, not the
Software lsource be compiled before you can use them. If you do not know what this means,
R Sources Iyou probably do not want to do it!
R Binaries
Packages o The latest release (2022-06-23, Funny-Looking Kid) R-4.2.1.tar.gz, read what's new in the latest version.
Task Views
Other « Sources of R alpha and beta releases (daily snapshots, created only in time periods before a planned
)
Documentation
Fens D: hots of current patched and development versions are available here. Please read about new
‘LL“F A0s f fixes before filing corresponding feature requests or bug reports.
Contributed « Source code of older versions of R is available here.
« Contributed extension packages
[Questions About R
 If you have questions about R like how to download and install the software, or what the license terms are,
please read our answers to frequently asked questions before you send an email

P All R packages, including those for advanced meta-analysis, are distributed through
CRAN (https://cran.r-project.org/).

2025/10/23-24
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Installing and Loading the “NMA” Package

> pkgCheck <- function(pkg){

if (!requireNamespace(pkg, quietly = TRUE)) install.packages(pkg)
library(pkg, character.only = TRUE)

> pkgCheck ("NMA™)

This script first checks whether the NMA package is already installed. If not present, it
downloads the package from CRAN and installs it automatically. If already installed, it simply
loads the package into the current R session, ensuring efficiency and avoiding redundant
installations.

2

21
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Constructing a Dataset (1): Data Structure

Network meta-analysis usually involves comparing three or more
treatments.

For multi-arm trials, each study contributes one row per treatment arm
in the dataset.

For example, a 3-arm trial will be represented by 3 rows.
A unique study identifier (“study”) must be included for each trial.

It is recommended to prepare datasets in Excel or similar tools and
then import them into R for analysis.

This structure ensures compatibility with functions in the NMA package.

22
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Constructing a Dataset (2): Treatment Variable

P A dedicated variable is required to identify the treatment group in
each trial.

» In the example dataset, this variable is named “trt”.
» Example coding:

P AB: a-blocker, ACE: ACE inhibitor, ARB: Angiotensin receptor blocker,
BB: B-blocker, CCB: Calcium channel blocker, CT: Conventional
treatment, DD: Diuretic, Placebo: Placebo group.

2025/10/23-24 23
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Constructing a Dataset (3): Outcome Variable

» For binary outcomes, the dataset requires:
» the number of events (e.g., cases of heart failure) per arm
P the sample size per arm

» In the example dataset, these are coded as “d” (events) and “n”
(sample size).

» Sometimes trial reports provide only odds ratios or risk ratios with
confidence intervals.

» The NMA package includes functions that can integrate such summary
statistics seamlessly.

2025/10/23-24 24
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study
1 1
2 1
3 2
4 2
5 3
6 3
/i 4
8 4
9 5
10 5
11 6
12 6
13 o
14 7
15 8
16 8
17 8

> data(heartfailure)
> print(heartfailure)

trial
Syst-Eur
Syst-Eur
Syst-China
Syst-China
UKPDS
UKPDS
ABCD

ABCD

VHAS

VHAS
CAPPP
CAPPP
NICS-EH
NICS-EH
STOP-2
STOP-2
STOP-2

tet

CCB
Placebo
CCB
Placebo
ACE

BB

ACE

CccB

CCB

DD

ACE

CcT

CCB

DD

CCB

cT

ACE

n
2398
2297
1253
1141

400
358
235
235
707
707
5492
5493
204
210

d pubyear SBP  DBP

37
49

IS

=
AUV OENGOUVION®

o N
®

3

2196 186
2213 177
2205 149

1997 173.8 85.5
1997 173.9 85.5
1998 170.5 86.0
1998 170.5 86.0
1998 159.0 94.0
1998 159.0 93.0
1998 155.0 98.0
1998 156.0 98.0
1997 169.1 102.0
1997 168.8 102.3
1999 161.8 99.8
1999 159.6 98.1
1999 171.9 94.2
1999 172.6 93.4
1999 194.0 98.0
1999 194.0 98.0
1999 194.0 98.0

vvVvyVvVvyy

v

Example Dataset: heartfailure

The dataset contains 26 clinical trials
comparing antihypertensive treatments for
prevention of heart failure. Each row
corresponds to an arm-level observation.

study: study identifier

trt: treatment type

n: sample size

d: number of heart failure events

SBP, DBP: baseline systolic/diastolic blood
pressure

pubyear: publication year

2025/10/23-24 25
25
Outcome Variables by Data Type
» Required outcome variables depend on the type of data, similar to
standard meta-analysis:
» Continuous outcomes: mean, standard deviation, and sample size.
P Binary outcomes: number of events and sample size.
» Time-to-event outcomes: hazard ratio (HR) and standard error, or
survival rates at specific times.
» In the heart failure dataset (binary), event counts (d) and sample sizes
(n) are provided.
» For survival data, functions are available to back-calculate group-level
outcomes from published HRs or mean differences.
2025/10/23-24 26
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setup: Preprocessing Function

» Conducting a full NMA requires many complex calculations, but the NMA
package automates preprocessing.

» The setup function takes arm-level data and creates a standardized R
object that is then used by all downstream functions.

P This design ensures consistency across analyses and prevents redundant
coding.

» By preparing only a clean dataset, researchers can perform the entire
analysis pipeline with minimal commands.

2025/10/23-24 27
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setup: Basic Syntax

» Basic Syntax:

» hf3 <- setup(study=study, trt=trt, d=d, n=n,
z=c(SBP,DBP, pubyear), measure="RR", ref="Placebo",
data=heartfailure)

P> study: study identifier, trt: treatment variable, d: number of events,
n: sample size, z: optional covariates for meta-regression,
measure: effect measure (RR, RD, OR), ref: reference treatment (here,
Placebo), data: dataset object

2025/10/23-24 28
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Options for Effect Measures

» Depending on outcome type, the following measures can be used:

P Binary outcomes: risk ratio (RR), risk difference (RD), odds ratio
(OR)

» Continuous outcomes: mean difference (MD), standardized mean
difference (SMD)

P Survival outcomes: hazard ratio (HR), differences in survival rates
» In this workshop we will focus on binary outcomes.

» For continuous and survival data, refer to Noma et al. (2025, medRxiv
tutorial).

2025/10/23-24 29
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Network Plot

ARP

VPA+LTG

» Anetwork plot provides a graphical overview of e t1c—D._]
the treatment evidence network. e

LIT+VPA

» Nodes represent treatments, with size
proportional to cumulative sample size.

» Edges represent direct head-to-head
comparisons, with thickness proportional to
sample size.

FLX

LIT+IMP
P This visualization makes it easy to see where
evidence is dense and where gaps remain.

Figure 2: Network of all eligible comparisons for the network meta-analysis

Miura, Noma, Furukawa et al. (2014)
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netplot: Creating Network Plots

> netplot(hf3)

P> Generates a network diagram from the
dataset prepared using setup().

AB

Placebo

DD

2025/10/23-24 31
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netplot: Customizing Node and Edge Size

ARB

> netplot(hf3, base.lwd = 1.5,
base.cex = 1.5)

P base.lwd: adjusts the thickness of
edges (comparisons).

P> base.cex: adjusts the size of nodes
(treatments).

AB

Placebo

2025/10/23-24 32
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netplot: Customizing Colors

ARB

> netplot(hf3, col = "red", bg =
Ilredll)

» col: outline color of nodes.

» bg: fill color of nodes.

AB

Placebo

DD

2025/10/23-24 33
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netplot: Removing Labels

> netplot(hf3, text = FALSE)
» Removes node labels from the plot.

P> Useful when exporting figures for external
editing (e.g., adding labels manually in
PowerPoint).

» Reduces visual clutter when the number of
treatments is large.

2025/10/23-24 34
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first.

heterogeneity.

2025/10/23-24

Pairwise Meta-Analysis of Direct Comparisons

» NMA assumes consistency between direct and indirect evidence.
P To check assumptions, it is necessary to run pairwise meta-analyses

» Each available comparison is analyzed individually to reveal potential

P This provides the foundation for the subsequent network analysis.

35
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FE analysis random error RE analysis

vial
1 b= =
2
3 B O—
4 —0 .
5 —n —
¢ = tud) fi
study-specific
& underlying effect —— Ly |
8 -— |
B o— | m—
10 —a &
11 — B Distribution of
12 —3 O— underlying effects
Estimation of the Estimation of the mean from the distribution

common “true” effect size of the underlying effectsizesin studies

Nikolakopoulou, Mavridis and Salanti (2014)
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Fixed-Effect vs Random-Effects Models

Fixed-effect models assume one true
effect size across all studies.

Random-effects models assume that
study-specific effects follow a normal

distribution around an average effect.

Random-effects are more realistic in
clinical settings with heterogeneous
study designs.

36
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Random-Effects Models

o RE analysis

» In practice, treatment effects are rarely

B g identical across trials.
] . .
— » The random-effects model explicitly accounts
Ll for this between-study variability (t2).
L el » Provides wider confidence intervals, reflecting
R greater uncertainty.
RN E . . . .
-0 P> Better suited for decision-making when
Tl | indaing eecs evidence is diverse.
il e i Nikolakopoulou, Mavridis and Salanti (2014)
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Cochran’s Q Test

P Aclassical method to assess heterogeneity in meta-analysis.
P Null hypothesis: all studies estimate the same true effect.
P> Alarge Q statistic (p < 0.05) indicates significant heterogeneity.

» Widely used but known to have low power with small numbers of
studies.

Cochran (1954)
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Higgins’ |2 Statistic

» Clinical and methodological heterogeneity is essentially inevitable,
even before formal statistical testing.

» Under a random-effects model, the variability of estimates can be
decomposed into between-study heterogeneity, and within-study
sampling error.

P The proportion attributable to between-study heterogeneity is
quantified by the I? statistic, a standard measure of heterogeneity.

Higgins and Thompson (2002)

2025/10/23-24 39
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Guidance from the Cochrane Handbook

» The Cochrane Handbook cautions that strict thresholds for 12 can be
misleading, since the importance of inconsistency depends on multiple
factors. Suggested rough guide for interpretation:

» 0%-40%: might not be important

P> 30%-60%: may represent moderate heterogeneity
» 50%-90%: may represent substantial heterogeneity
P> 75%-100%: considerable heterogeneity

» Note: Importance depends on: magnitude and direction of effects, and
strength of evidence for heterogeneity (e.g., p-value from Q test, or Cl

for 12).
Higgins and Thomas (2019)
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Funnel Plot

0.0

0.2

04 7

0.6

0.8

Standard Error

T T T T T T
0.05 0.10 020 0.50 1.00 2.00

QOdds Ratio
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T
5.00

» Funnel plots assess potential small-
study effects and publication bias.

> Plotting study effect sizes against
precision (e.g., standard error) should
form a symmetrical “funnel.”

> Asymmetry suggests bias or
heterogeneity.

» Provides a visual but subjective
assessment.

Egger et al. (1997)

M4
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pairwise: Meta-Analysis of All Direct Comparisons

> pairwise(hf3)

$coding

code treatment
1 1 Placebo
2 2 AB
3} 3 ACE
4 4 ARB
5 5 BB
6 6 CCB
7 7 4B
8 8 DD
$measure
[1] “RR"

2025/10/23-24

The function pairwise performs meta-analyses
for every direct comparison.

Allows side-by-side inspection of all treatment
pairs.

Summarizes pooled effects and heterogeneity
statistics.

Forms the empirical basis for evaluating
consistency in the network.
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$° Summary

effect measures”

estimate
7806139

8641987
6819588
3817718
5079831
0489055
8379888
1738827
8798398
1322947
.0561866
.1378275
4832403
8409312
8737598
7274789

2]
2]
2]
2]
2]
2]
2]
il
Q.
2]
2]
2]
2]
2]
2]
2]

95%CL

.6913690
.5925478
.4896284
.2343841
.4471066
.9329292
.3573040
.0698043

6333790

.8222188
.8497512
.9897204
.9831066
.6694185
.7563360
.6623782

©® R PR N R PR R RLRRLRREOOOO RO

95%CU
8813789

2603867
9498385
6218414
5771483
1792993

.9653443
.2880866
.2222036

5593065

.3127728

3080982

.2378060

0563874
0094141
7989778

P-value
377264e-05

484280e-01
354958e-02
094902e-04
494406e-25
244809e-01
844470e-01
132325e-04
452280e-01
466533e-01
222554e-01
956372e-02
027625e-02
365875e-01
684547e-02
893625e-11

pairwise: Example Output

» Output includes forest plots for each
comparison.

P> Estimates are pooled across studies
with confidence intervals.

P> Heterogeneity statistics (Q, 12, 12) are
also reported.

» Enables quick identification of
comparisons with unstable results.
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Vs.

VS.

Vs.

VS.

VS.
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Vs.

VS.

VS.
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VSs.

VS.

Vs.

VS.
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if
2
3
hl,
1
1
1
3
il
1
1
1
2
1
=)
5

taun2

00

$ Heterogeneity measures

I~2

H”2

.865283e-

02

00

.909418e-01

00 1.

4.783358

00

00 1.

00

00

20

00

00

00

00

00

00

00

00

00

00

00

00

00

00

.518944e-

02

00

.791121e-01

20

.387178

00

00

.343559e-

06

QD ® O N O® O 0 0 0 0 0 0 0 ® N

.056963e-05

R B R R P RRRRRRPERBR

.000061

pairwise: Example Output (cont’d)

P Results are automatically formatted in a
consistent style.

P Visual clarity ensures results can be
directly included in reports or
presentations.

P> Facilitates reproducibility and transparency.
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pairwise: Example Output (cont’d)

$ Egger test’

N P-value » Each comparison can be examined individually.

1" Vs,V NA 4. K05

T . P> Differences in study size, outcome definition,

1vs. 63 0.06504411 and follow-up duration may explain variability.

R il " » Detailed examination supports more credible

5 IS - network integration.

3vs. 51 NA

3 vs. 6 3 0.67191449

3vs. 71 NA

3/ VSIS 1S NA

4 vs. 511 NA

4 vs. 61 NA

4 vs. 7 2 NA

5 VS ufel NA

6 vs. 7 3 0.52633549

6 vs. 8 5 0.95182712
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Settings for Multivariate Meta-Analysis

» We consider synthesizing N trials and comparing p + 1 treatments. Let
Y denote an estimator of treatment effect in contrast to a reference
treatment (e.g., placebo) for the jth treatment in the ith trial (i =
1,2,..,N;j = 1,2,..,p).

» Commonly used effect measures include mean difference, standardized
mean difference, risk difference, risk ratio, odds ratio, and hazard
ratio; the ratio measures are usually transformed on a logarithmic scale.

White et al. (2012), Noma et al. (2023ab)
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Settings for Multivariate Meta-Analysis (cont’d)

» For appropriate modelling of within- and between-studies correlations,

we consider multivariate outcome variable Y; = (Yil, Yio, ...,Yl-p)T. Also,
let S; (a p X p matrix) be the within-study covariance matrix, which is
assumed to be known and fixed to its valid estimate.

» Note that for trials that do not include a reference treatment, the data
augmentation approach of White et al. (2012) can be adopted; a quasi-
small dataset is added into the reference arm, e.g., 0.001 events for
0.01 patients.

White et al. (2012), Noma et al. (2023ab)
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Multivariate Pooling Model

» The multivariate extended DerSimonian-Laird model:
> Yi~MVN(0i,Si)
» 6,~MVN(u, ¥(72))

> where 0, = (6;1,0;,, ...,Hl-p)T and p = (4, ...,up)T. 0,...,0y are the
random effects and u is the grand mean that expresses an average
treatment effect for p comparisons. S; (a p X p matrix) is the within-
study covariance matrix.

Jackson et al. (2011) , Noma et al. (2023ab)
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Within-Study Covariance Matrix

» Within-study covariance matrix:
2

Si1 Pi12Si1Siz ** Pi1pSi1Sip
p
> S = | Piz1SizSua Si2 «+ Pi2pSi2Sip
L o . . .
. . . . . . cee 2
Pip1SipSi1  Pip2SipSi2 Sip

» which is usually assumed to be known and fixed to its valid estimate.
For multi-arm trials (= 3 arms), the correlations across multiple arms
are modelled in the within-study covariance matrix. For the correlation
coefficients pjq3, ..., Pipp-1), S€VEral suitable estimators are provided in

Noma (2024b).
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Between-Studies Covariance Matrix

P Between-studies covariance matrix:

g - 2p_2(1/2 1 .. 1/2
172 1/2 -~ 1

» where 72(> 0) is the heterogeneity variance across the N studies.

Note that the correlation structure of ¥ can be assumed to be unstructured; however, in
the general practice of network meta-analysis, the number of studies involved is rarely
sufficient to estimate all of the variance and covariance parameters. Thus, the equal-
variance assumption for the p components (compound symmetry assumption) is standardly
adopted. Under this assumption, all the pairwise correlation coefficients are equal to 0.50
because of the consistency assumption for the network (Higgins and Whitehead, 1996).
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Analysis of Heterogeneity

P Generalization of classic metrics to the multivariate setting (Jackson et
al., 2012) allows direct use of familiar measures.

» Cochran’s Q test and Higgins’ |12 statistic are available for network
contrasts.

P Prediction intervals: in a random-effects model, the pooled mean is
only a mean; a 95% prediction interval shows where the true effect in a
future population is likely to lie, providing an interpretable summary of
heterogeneity.

Higgins et al. (2009), Nagashima et al. (2019)

2025/10/23-24 51
% Research methods
fuicle Research o~
Plea for routinely presenting prediction intervals in meta-analysis 8
5
ks Joanna IntHout ", John P A loannidis 2- 3 - 5, Maroeska M Rovers ', Jelle ] Goeman me
Correspondence to Dr Joanna IntHout; Joanna.IntHout@radboudume.nl
<]
Craton Abstract
Objectives Evaluating the variation in the strength of the effect across studies is a key feature of meta-analyses. This variability is
reflected by measures like T2 or 2, but their clinical interpretation is not straightforward. A prediction interval is less complicated: it
Share presents the expected range of true effects in similar studies. We aimed to show the advantages of having the prediction interval
& routinely reported in meta-analyses.
Repid Design We show how the prediction interval can help understand the uncertainty about whether an intervention works or not. To
Responses evaluate the implications of using this interval to interpret the results, we selected the first meta-analysis per intervention review of
the Cochrane Database of Systematic Reviews Issues 2009-2013 with a dichotomous (1=2009) or continuous (n=1254) outcomne,

i and generated 95% prediction intervals for them.

s Results In 72.4% of 479 statistically significant (random-effects p<0.05) meta-analyses in the Cochrane Database 20092013 with
= heterogeneity (17>0), the 95% prediction interval suggested that the intervention effect could be null or even be in the opposite
Mens  direction. In 20.3% of those 479 meta-analyses, the prediction interval showed that the effect could be completely opposite to the

point estimate of the meta-analysis. We demonstrate also how the prediction interval can be used to calculate the probability that
anew trial will show a negative effect and to improve the calculations of the power of a new trial.
Conclusions The prediction interval reflects the variation in treatment effects over different settings, including what effect is to be
expected in future patients, such as the patients that a clinician is interested to treat. Prediction intervals should be routinely
reported to allow more informative inferences in meta-analyses.
This is an Open Access article distributed in accordance with the Creative Commons Attribution Non Commercial (CC BY-NC 4.0)
license, which permits others to distribute, remix, adapt, build upon this work non-commercially, and license their derivative works
on different terms, provided the original work is properly cited and the use is non-commercial. See:
http://creativecommons.org/licenses/by-nc/4.0/
https://doi.org/10.1136/bmjopen-2015-010247 VICK is a frail 78-year-old grandfather ~
Vit newie daanone s s e 7
Google Scholar Citation: 1815 times!! https://bmjopen.bmj.com/content/6/7/e010247
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nma: Conducting a Network Meta-Analysis

» Primary function for network synthesis: Performs the integrated
analysis for a treatment network using a multivariate meta-analysis
framework in the frequentist setting.

» Modeling approach: Fits a random-effects NMA by default to account
for between-study heterogeneity (a fixed-effect option is also
available), and reports standard heterogeneity indices.

P Effect measures relative to a reference: Estimates effect measures
(e.g., risk ratio, risk difference, etc.) for all treatments vs the
prespecified reference treatment (set in setup()).

53
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nma: Example Output

> nma(hf3, eform=TRUE)
$coding
code treatment

1 1 Placebo
/- 2 AB
S 3 ACE
4 4 ARB
5 5 BB
6 6 ccB
7 7 CcT
8 8 DD
$reference

[1] "Placebo”

$ number of studies”
[1] 26

$method

2025/10/23-24

>

>

By simply inputting the object created by
setup, the nma function performs the entire
network meta-analysis as well as computes
heterogeneity indices in one step.

The Cochrane Handbook recommends HKSJ-
type adjustments because DerSimonian-
Laird and REML underestimate error. The
same issue exists in NMA, and the Noma-
Hamura method (Noma et al., 2023a,b) is
implemented as the default remedy.

[1] "Noma-Hamura's improved REML-based inference and prediction methods"
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$” Coef.

cons
cons
cons
cons
cons
cons
cons

00NV D WN

(vs. treat 1)°

Coef. SE
1.2297825 0.14935478
0.7378698 0.07759653
0.7806143 0.07949962
0.8985848 0.12311306
0.8614413 0.08582938
0.7945727 ©.10371682
0.6247087 0.10414230

95%CL

0.8457420
0.6141464
0.6546405
0.
(]
(]
0

6893056

.7123440
.6369050
.4906875

$ tau (Between-studies_SD) estimate”
[1] ©.08496709

95%CU

.7882107
.8865179

9308295
1714028

.0417456
.9912716
57953351

$ tau2 (Between-studies_variance) estimate’
[1] 0.007219406

P-value

.220004683
.005781722

010358741
400346952

.111491150
.042585448
.002116064

nma: Example Output (cont’d)

» Provides pooled risk ratio
estimates with Cls.

P> Also outputs heterogeneity
parameters (t and t2) for the
network.
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’
nma: Example Output (cont’d)
i““itéggggite RsiEEs Ele » The Multivariate 12 is interpreted
Ei in the same way as pairwise
$ Multivariate I2-statistic’ meta-analysis (proportion of
[1] ©.5635599 variance due to heterogeneity).
$ Test for Heterogeneity’ »  Multivariate Q test provides a
[1] "Q(df = 21) = 33.7404, p-value = 0.0386" formal heterogeneity test.
$795%PT (vs. treat 1)° » 95% prediction intervals show the
pl pu range of true treatment effects
2: cons ©.7777045 1.9446524 d q t d
3: cons 0.5567436 0.9779219 eXpeCte. In a new stu y
4: cons 0.6012208 1.0135356 populatlon.
5: cons 0.6494349 1.2433188
6: cons 0.6568903 1.1296882
7: cons 0.5958940 1.0594935
8: cons 0.4535550 0.8604491
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Ranked Forest Plot

» Combines ranking information with forest plot presentation.

P Treatments are ordered from most to least effective.

» Confidence intervals are preserved, ensuring uncertainty is visible.
» Enhances interpretability for non-statistical audiences.

Nikolakopoulou et al. (2020)
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nmaforest: Forest Plot Function

Treatment  Estimates 95%Cl

> nmaforest(hf3
( ) DD 0.625 (0491,0795) ——

» nmaforest provides customizable
forest plots.

» Allows adjustment of plot

ACE 0.738 (0.614,0.887) ——
——

ARB 0.781 (0.655,0.931)

aesthetics (colors, fonts, axis & o7es 0532058 — &
labels).
ccB 0.861 (0.712,1.042) ——
» Useful for preparing figures for
publication. BB 0.899 (0689, 1.171) —a—

» Ensures results are communicated

. AB 1.230 (0.846, 1.788) —
clearly and consistently.

0.50 0.71 1.0 141 20
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blue).

> nmaforest(hf3, col.plot="blue")

» Option col.plot allows you to
change the color of the plot (here:

Treatment

DD

ACE

ARB

cT

BB

AB

Estimates

0.625

0.738

0.781

0.795

0.861

0.899

1.230

95%Cl

(0491, 0.795)

(0614,0.887)

(0655,0931)

(0.637,0.991)

(0712, 1.042)

(0689, 1.171)

(0.846,1.788)

nmaforest: Example Output (Color Changed)

+

+
+

0.50 0.71 1.0 141 20
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nmaforest: Example Output (Order Changed)
Treatment Estimates 95%CI
> nmaforest(hf3, ascending=FALSE)
AB 1.230 (0.846, 1.788) —— T
» The option ascending=TRUE/FALSE R NG .
lets you sort treatments in ascending T oo IR -
or descending order of effect. ' N
» Fine-tuning options (e.g., x-axis et 0795 (0637,0981) ——
scale, tick marks, display settings)
are demonstrated in the example AR® S e =
prOgrams el G]tHUb ACE 0.738 (0.614,0.887) ——
DD 0625 (0491,0795) ——
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2025/10/23-24

Treatment Ranking

Salanti (2012)

In comparative analyses, ranking treatments is a central question:
Which treatment is best?

However, the distinction between 1st and 2nd place can be
misleading:If the difference is very small, the ranking may easily
change as more evidence accumulates. If the difference is large, the
top rank is unlikely to be overturned.

Integer ranks (1st, 2nd, 3rd, ...) are often misleading, because they
imply equal spacing between treatments regardless of actual evidence
strength.

This motivates defining continuous ranking measures, which capture
not only order but also the magnitude of separation between
treatments.

6

61

>

>

>

2025/10/23-24

Ranking Metrics

SUCRA: A 0-1 continuous index of relative ranking; values closer to 1
indicate treatments nearer the top rank. It reflects how far apart
treatments are in ranking, not just their order.

MeanRank: Expected rank on a 1-p scale (p = number of treatments);
numerically consistent with SUCRA and often reported together.

Rank probabilities: For each treatment, the probability of being 1st,
2nd, 3rd, ...; useful for conveying uncertainty around the top ranks.

Salanti et al. (2011), Chaimani et al. (2013)
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netrank: Ranking Statistics

> nmarank(hf3) » Here, DD’s SUCRA = 0.99, very close to 1,
e — N indicating it is highly likely to be the top-
o el ranked treatment.
A 0.79684286 » ACE and ARB are ranked 2nd and 3rd, but their
N SUCRA values are considerably lower than DD,
= 9. AGHEER suggesting a large relative gap.
gi’a 7 Zi‘s‘:i;; » AB has a SUCRA close to 0, indicating it is very
\C . .
i1 B 4 likely to be the lowest-ranked treatment.
2025/10/23-24 63
63
netrank: Mean Rank
o\ / [,1] » The MeanRank table expands SUCRA onto
DD 1.04670 a 1-p scale, where 1 = best.
2;: ;:;;S P> Reporting both SUCRA and MeanRank can
cT 3.69380 aid readers unfamiliar with SUCRA while
ccB 5.14885 preserving comparability across reviews.
BB 5.58755
Placebo 6.83535
AB 7 .88060
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$RANKPROB
DD 0.9626
ACE 0.0193
ARB 0.0071
CcT 0.0091
CCB 0.0000
BB 0.0019
Placebo 0.0000
AB 0.0000
Probability of rank 5
DD 0.00035
ACE 0.01075
ARB 0.08775
CcT 0.14975
CcCcB 0.52575
BB 0.19615
Placebo 0.02690
AB 0.00260

]
]
]
Q.
2]
(]
2]
(]

14745

.00195
.02350
. 00000
.00000

Probability of rank 6

Q.
Q.
Q.
Q.
Q.
0.
Q.
0.

00000
00080
01630
06415
29285
43660
17310
01620

netrank: Rank Probabilities

OO 00000

.00675

25810
40020

.27250
.02175
.04035
.00030

00005

Probability of rank 7

O 0O 0O 00O

.00000
.00000
.00015
.00575

02100
17925

.71920
.07465

0O 0O 00000

Probability of rank 1 Probability of rank 2 Probability of rank 3 Probability of rank 4
.02855
.63875
.15980

.00175
.07230
.32870
.35125
.13655
.10340
.00505
.00100

Probability of rank 8

» Rank-probability matrix: rows = treatments; columns = probability
of being rank 1, 2, 3, ....

O 0O 0O 00O

.00000
.00000
.00000
.00005
.00015
.01885
.07545
.90550
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netrank

2025/10/23-24

Provabilty

Probabiity

Ranking Statistics

Placebo

AB

Provabilty

Probabilty

Probabilty

Probabiity

Probabiity

Probabiity
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League Table

P> A League Table summarizes all pairwise relative effects (e.g., risk
ratios) in one matrix.

P It allows a quick, study-integrated view of how each treatment
compares with every other option.

» Frequently presented in NMA papers to support transparent, side-by-
side interpretation.

Salanti et al. (2011)
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Figure 3: Efficacy (any pisode relapse or rec tolerability (discontinuation due to ad ) i network meta-analy

Comparisons between treatments should be read from left to right and the estimates are in the cell in common between the column-defining treatment and the row-defining treatment. Drugs are
reported in order of efficacy (any mood episode relapse or recurrence) ranking estimated by SUCRA (surface under the cumulative ranking curve). For tolerability, a isk ratio (RR) lower than 1.00
favours the row-defining treatment. For any mood episode relapse o recurrence, a RR lower than 1:00 favours the column-defining treatment. Significant results are in bold. The RR of drug B over
drug A can be obtained by calculating the inverse of the RR of drug A over drug B. ARP=aripiprazole. CBZ=carbamazepine. Cri=credible interval. FLX=fluoxetine. IMP=imipramine. LIT=lithium.

TGl oLz=ol PL

OXC= PAL: —placebo. RisLAl= risperidone longacting injection. Ipi

pine. QTP=quetiap

Miura, Noma, Furukawa et al. (2014)
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netleague: League Table

> nmaleague(hf3, eform=TRUE, digits=2)

[,1] [,2] [,3] [,4] [,5] [,6] [,7] [,8]
[1,] "Placebo” "1.23 (.85, 1.79)" "0.74 (0.61, 0.89)" "0.78 (0.65, ©.93)" "0.90 (0.69, 1.17)" "0.86 (0.71, 1.04)" "0.79 (.64, ©.99)" "0.62 (.49, ©.80)"
[2,] "0.81 (6.56, 1.18)" "AB" "0.60 (.42, 0.86)" "0.63 (0.44, 0.92)" "0.73 (0.49, 1.89)" "0.70 (0.49, 1.00)" "0.65 (0.45, 0.94)" "0.51 (0.38, ©.68)"
[3,] "1.36 (1.13, 1.63)" "1.67 (1.17, 2.38)" "ACE" "1.06 (0.89, 1.26)" "1.22 (0.95, 1.56)" "1.17 (1.00, 1.36)" "1.08 (0.90, 1.28)" "0.85 (0.69, 1.04)"
[4,] "1.28 (1.07, 1.53)" "1.58 (1.08, 2.29)" "0.95 (0.80, 1.12)" "ARB" "1.15 (0.92, 1.44)" "1.10 (0.93, 1.30)" "1.02 (0.84, 1.24)" "0.80 (0.63, 1.02)"
[5,] "1.11 (@.85, 1.45)" "1.37 (0.91, 2.05)" "0.82 (0.64, 1.05)" "0.87 (.69, 1.09)" "BB" "0.96 (.76, 1.20)" "0.88 (0.68, 1.15)" "0.70 (0.52, 0.93)"
[6,] "1.16 (0.96, 1.40)" “1.43 (1.00, 2.05)" "©.86 (0.73, 1.00)" "0.91 (0.77, 1.07)" "1.04 (0.83, 1.31)" "CCB" "0.92 (.78, 1.09)" "0.73 (0.59, 0.90)"
[7,] “1.26 (1.01, 1.57)" "1.55 (1.67, 2.24)" "0.93 (0.78, 1.11)" "0.98 (@.81, 1.19)" "1.13 (.87, 1.47)" "1.68 (.92, 1.28)" "CT" "0.79 (0.62, 1.00)"

[8,] "1.60 (1.26, 2.04)" "1.97 (1.47, 2.63)" "1.18 (8.96, 1.45)" "1.25 (.98, 1.59)" "1.44 (1.8, 1.92)" "1.38 (1.11, 1.71)" "1.27 (1.e@, 1.62)" "DD"

» Exportable as CSV for reporting; ideal for guideline appendices and technical
supplements.
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Validity of Comparisons on the Network

A » Consistency requirement: the direct A-B effect
should agree with the indirect A-B effect via other
paths (e.g., A-C-B).

» If these disagree, network comparisons become
unreliable and must be investigated before ranking
or recommending treatments.

Salanti (2012), Veroniki et al. (2013)
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Inconsistency

P Consistency: Effect sizes along all paths connecting any treatment pair
A-B are equal (consistent).

P Inconsistency: Lack of consistency; network comparisons become
invalid.

» Conceptualized as design-by-treatment interaction (design = set of
treatments compared within a trial).

Higgins et al. (2012), White et al. (2012)
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Local Inconsistency Tests

P Extract each triangular loop in the network and test whether the
treatment effects on the three edges are consistent.

» Known as the Bucher test or Loop Inconsistency test.

Bucher et al. (1997), Veroniki et al. (2013)
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[1] "Placebo"

> local.ict(hf3)

$coding

code treatment
1 1 Placebo
2 2 AB
9 3 ACE
4 4 ARB
5 5 BB
6 6 CCB
7/ 7 CT
8 8 DD
$reference

local.ict: Local Inconsistency Test

» The local.ict function automatically carries
out the entire local inconsistency test,
including the calculation of p-values, without
requiring manual specification of loops or
contrasts.
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loop:
loop:
loop:

loop: 1-3-4
loop: 1-3-6
loop: 1-3-8
loop: 1-4-6
loop: 1-6-8
loop: 3-4-5
loop: 3-4-6
loop: 3-4-7
loop: 3-5-6
loop: 3-6-7

3-6-8

4-5-6

4-6-7

2025/10/23-24

N

O WooOUuUI Ul Ll WWwOo b N B

(<]
(<]
(4]
(2]
(<]
(%]
Q.
(2]
(<]
0
0
0
(<]

$ loop inconsistency tests”

tau X2-statistic df

.242186567
.007115951
.169200048
.180278480
.008568754
.008717685

008115720

.156161100
.007011032
.007994470
.008990022
.006723162
.008665856

Q.
.51400786
.96811237
.40697633
.73706936
.37966364
.02409410
.66644247
.27077729
.41465666
.47352153
.97576455
.60506734

W kR WWRPRRPROOOR NN

01800649

PR WWRRRRERRERRRRR
COO0OOOOOOOOOO®

local.ict: Local Inconsistency Test (cont’d)

P-value » Loops with p < 0.05 are suspected

-89325370 to exhibit inconsistency.
.11283863

.08492089
.23555899
.39060129
.53778331
.87664571
.19673571
.25962091
.33200071
.32421256
.15983731
.05760374
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Global Inconsistency Test

P Tests whether any inconsistency exists in the entire network.
» Null hypothesis: no inconsistent components.
P Alternative hypothesis: at least one inconsistent component exists.

P Constructed via likelihood ratio test comparing the consistency model
vs. design-by-treatment interaction model.

Higgins et al. (2012)
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global.ict: Global Inconsistency Test

> global.ict(hf3)
$coding
code treatment
il Placebo
AB
ACE
ARB
BB
CCB
cT
DD

00 NGO UVULHA WN K
00 NGO UV A WN

$reference
[1] "Placebo"

$" number of studies”
[1] 26
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global.ict: Global Inconsistency Test (cont’d)

$’ Coefficients of the design-by-treatment interaction model > Deta]led OUtpUt: COfolC]GntS Of
Coef. SE 95%CL 95%CU P-value '

2: cons -0.28562544 ©.3267020 -0.92594955 ©.35469867 0.3819717249 the design-by-treatment

3: cons -0.24767658 0.1552551 -0.55197094 ©.05661778 0.1106478194 interaction model.

4: cons -0.14326942 0.1336864 -0.40528986 ©.11875102 0.2838623533

4: des_3-4 -8.05665994 0.2565491 -0.55948685 0.44616697 0.8252059573 o 4 q d

5: cons -0.42443126 0.4832409 -1.37156597 ©.52270345 0.3797800387 > Concept' 1ncon515tency.ls_ X

5: des_4-5  ©.33582658 0.5328912 -0.70862089 1.38027406 0.5285654899 modeled as effect modification

6: cons -0.39395424 0.1946519 -0.77546496 -0.01244352 0.0429813645 by design.

6: des_3-6  0.32859624 0.6636386 -0.97211144 1.62930393 0.6204989121

6: des_3-6-7 0.37216799 ©.3056788 -0.22695153 ©.97128751 0.2234090593 q o

6: des_3-6-8 0.28982351 ©.2917021 -0.28190218 ©.86154920 0.3204372449 » Practical note: usually, users

6: des_4-6  ©.37980550 ©.2847649 -0.17832352 0.93793452 0.1822854998 only focus on the global p-value,

6: des_5-6 -0.20372269 ©.5524695 -1.28654292 ©.87909753 0.7123146369 q

7: cons -0.07909473 0.2362775 -0.54219014 ©.38400067 0.7378110072 not these details.

7: des_3-7  -0.29659774 ©.2830386 -0.85134316 0.25814768 0.2946820605

7: des_4-7  ©.32814558 ©.3394188 -0.33710296 ©.99339412 0.3336506203

7: des_6-7  -0.53513339 0.3407575 -1.20300581 ©.13273902 0.1163167416

8: cons -0.96293250 0.2867493 -1.52495088 -0.40091412 0.0007848067

8: des_3-6-8 0.54531616 0.3594495 -0.15919186 1.24982418 0.1292446936

8: des_3-8  0.83950183 0.3914744 0.07222613 1.60677753 0.0319959104

8: des_6-8  0.15108860 0.4243745 -0.68067016 ©0.98284736 0.7218206748
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global.ict: Global Inconsistency Test (cont’d)

$  Between-studies_SD’ P Practical use: look mainly at p-value. If p < 0.05,
FLUBERY 47624 inconsistency is significant at the network level.

$ Between-studies_COR™
[1] @.5

2-statistic’

$
[ 13.91843

— X
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Sidesplitting

P Inconsistency = considered as disagreement between direct and
indirect evidence (in the early days, and it can be regarded as a
specific version of design-by-treatment interaction).

P Sidesplitting method evaluates this for each treatment pair.

P It decomposes estimates into direct and indirect contributions, then
compares them.
Dias et al. (2010), Noma et al. (2017), Noma (2024a)
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sidesplit: Example
DRt (hF2) » Output: decomposition of direct and
$coding indi t id d p-val f
o —— indirect evidence, and p-values for
1 1 Placebo ]nCOﬂS]Stency.
2 2 AB
3 3 ACE
4 4 ARB
5] 5 BB
6 6 CCB
7 7 CT
8 8 DD
$reference
[1] "Placebo"
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VS.
VS.
Vs.
VS.
VS.
VS.
Vs.
Vvs.
VS.
VS
VS.
VS.
VS.
VsS.
VS.
VS.

00 N OONOYUToN WU B 0o B W

Q.
0.
0.
0.
0.
0.
0.
0.
0.
0.
0.
0.
0.
Q.
0.
0.

“Direct evidence®

Coef.
27578485
15528793
39198658
98175078
70508699
05087015
18174866
19295431
05424580
08899335
05659772
13583150
39952902
17591571
15590895
36112427

sidesplit: Example

SE

1431193 -0.
1305472 -0.
1797154 -0.
2607196 -1.
1198208 -0.
1454284 -0.
4582066 -1.
1269296 -0.

1442702 -0

1141592 -e.
1504636 -0.
1472145 -o.
1921483 0.
1492432 -0.
1104938 -0.
1321045 -0.

95%CL
55629345 0.
41115580 0.
74422231 -0.
49275173 -0.
93993142 -0.
23416435 0.
07981712 0.
05582316 0.
.22851853 0.
31274131 o.
23830556 0.
15270358 0.
02292536 0.
46842692 0.
37247285 0.
62004436 -0.

95%CU
004723748
100579939
039750846
470749835
470242561
335904644
716319814
441731781
337010136
134754618
351501005
424366576
776132686
116595507
060654941
102204189

AR NWWNRANRONWRNNDUV

(cont’d)

P-value

.398483e-02
.342369e-01
.917220e-02
.661873e-04
.992276e-09
.264925e-01
.916240e-01
.284688e-01
.069158e-01
.356531e-01
.068013e-01
.561752e-01
.759210e-02
.385102e-01
.582388e-01
.264123e-03

P> Direct evidence
estimates with SE, Cl,
and p-values.

» Interpretation: provides
effect sizes from studies
directly comparing each
pair.
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il

$” Indirect
IREPS 220 .
1vs. 4 -0.
1 vs. 6 -0.
TS ¥[8 -0.
2 vs. 8 -

3 vs. 4 o.
3vs. 5 @.
EL [ (),
3 NSERY WO
3/vsi\ 8 -8
4 vs.\ 5410
4 vs. 6 0@
4 VSISS7RNO
5 VMSESEEN0
6 vs. 7 O
6 vs. 8 -0

evidence®
Coef.
40692535
43966819
09977613
42782143
84784577
06098032
23480556
12717818

.12969382
.46461326
.25168413
.09299989

09336854

.10851960
.07079931
.30431329

sidesplit:

O 000

6

(o)}

O 0O 00O OO0

Example (cont’d)

SE
.12589589
.13678629
.09199397
.09339764
.66671909
.11230046
.12513107
.13267422
.15470760
.20263932
.16369104
.10549972
.10442996
.15715007
.16958406
.20194134

95%CL
-0.65367677
-0.70776439
-0.28008099
-0.61087744
-132.51221414
-0.15912453
-0.01044682
-0.13285851
-0.17352750
-0.86177903
-0.06914441
-0.11377576
-0.29804750
-0.19948889
-0.26157934
-0.70011104

95%CU P-value
-0.16017393 1.228252e-03
-0.17157199 1.307762e-03
0.08052874 2.781014e-01
-0.24476541 4.635446e-06
128.81652261 9.778873e-01
0.28108517 5.871226e-01
0.48005795 6.058982e-02
0.38721487 3.377729e-01
0.43291514 4.018534e-01
-0.06744750 2.185900e-02
0.57251267 1.241572e-01
0.29977554 3.780376e-01
0.11131042 3.712801e-01
0.41652809 4.898499e-01
0.40317796 6.763215e-01
0.09148447 1.318263e-01

» Indirect evidence estimates
with SE, Cl, and p-values.

P Interpretation: estimates
derived indirectly from the
rest of the network.
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Coef.

.13114050
.28438026
.29221045

-0.55392936

$Difference
1vs. 3 ©
1lvs. 4 0
1vs. 6 -0
1vs. 8 -0
2vs. 8 1.
3 vs. 4 -0.
ERf © =0,
BT ()
EF s A =0
3/vsi\ 8 10k
4 vs. 5 -0.
4 vs. 6 0.
4 vs. 7 0.
5vs. 6 -0.
[V )
6 vs. 8 -0.

14275878
01011017
41655422
06577613
07544802
37561992
19508640
04283161
49289757
28443531
22670827
05681099

6

OO0 0O 00OV OOOO®OO

SE

.1906119
.1890848
.2018923
.2769437
.6668268 -
.1837412
.4749854
.1836126

2115380
2325834

.2223377
.1811140
.2186929
.2167249
.2024046
.2413129

N

0 0 0. .. 00 o0 ogoet \F 0 o0 d..a
OO0 0O 00O OORFR OVKRFKR OO

95%CL

.24245197
.08621917
.68791217
.09672902
.52182064
.37023627
.34750841
.29409788
.49005486
.08023510
.63086031
.31214537
.06426743
.70920824
.62341406
.52977554

95%CU

.50473298
.65497969
.10349128

-0.01112969

et
w

]
]
0
]
1.80733820
0.35001593
0.51439997
0.
0
]
]
]
]
]
0

42565015

.33915883
.83147493
.24068750
.39780859
.92152770
.14033762
.16999753
0.

41615357

0.
0.13258586
0.14779675
0.04548390
0.98632386
0.95611936
0.38049572
0.72016873
0.
2]
]
2]
]
2]
]
2]

sidesplit: Example (cont’d)

P-value
49145440

72134325

.10631276
.38025159
.81305266
.02420657
.18937650
.26268202
.81387920

>

>

Output: Difference (Direct -

Indirect) with ClI and p-value.

If difference = 0 and p >
0.05, direct and indirect
evidence agree.

Significant differences
indicate possible
inconsistency.
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Diovan Scandal (Japan)
P Valsartan (brand name Diovan) trials in Japan manipulated by Novartis
staff, who concealed involvement and altered analyses.
» Published in The Lancet, later retracted due to misconduct and
conflict-of-interest concealment.
P In the NMA, the Jikei Heart Study (part of scandal) made ARB vs. CT
comparisons appear spuriously strong, inconsistent with indirect
evidence.
2025/10/23-24 84

84




Comparison-adjusted Funnel Plot

P Publication bias assessment in NMA is challenging.
P Direct comparisons vary across different pairs.

P Sponsors differ, bias direction may even reverse.
» Many treatment comparisons have few studies.

P Proposed approach: overlay funnel plots against a common comparator
(e.g., placebo) to assess asymmetry.

Chaimani et al. (2013)
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nmafunnel: Funnel Plot

> nmafunnel(hf3,legends="bottomright")
# Comparison-adjusted funnel plot for placebo-controlled trials
Comparison adjusted funnel plot for the trials involving treatment 1 (as control)
$coding
code treatment
1 Placebo
AB

ACE » Produces comparison-adjusted
e funnel plots for trials against
e placebo.

@
DD

00 NOUhA WN R
0NV A WN

$summary

design N n
il 1a8i i\ 9297
2 1-4 2 7439
3, 1-6 3 16800
4 1-8 1 3845
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standard error of effect size

2025/10/23-24

nmafunnel: Funnel Plot (cont’d)

Comparison adjusted funnel plot >

Example: placebo-controlled
trials, funnel plots
superimposed by design.

» If no publication bias: overall
plot should be symmetric.

0.0

02

A 4

Color-coding aids visual
detection of asymmetry
(requires enough studies).

04

05

06
lssss
o s

-0.6 0.4 0.2 0.0 0.2 04 0.

>

effect size centered at comparison-specific pooled effect

87

87

2025/10/23-24

Transitivity

Transitivity assumption: indirect comparisons are valid only if patient
populations and settings are sufficiently similar across trials.

Example: for Avs B and B vs C trials to imply valid A vs C comparison,
study characteristics must be comparable.

Currently, no strict mathematical criteria; usually assessed by
comparing distributions of effect modifiers.

Salanti (2012)
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transitivity: Example

> transitivity(hf2, SBP) | 4
$summary
design N n wt.mean min max
1 1-3 1 9297 139.0000 139.0000 139.0000
6 3-4 1 17118 141.7501 141.7501 141.7501
2 1-4 2 7439 143.3404 141.0009 152.5036 >
S 2-8 1 24335 145.0000 145.0000 145.0000
10 3-6-8 1 33357 146.2543 146.2543 146.2543
15 4-7 2 5129 148.9405 139.0001 163.8948
14 4-6 1 15245 154.6495 154.6495 154.6495
8 3-6 1 470 155.5000 155.5000 155.5000 >
7 3-51 758 159.0000 159.0000 159.0000
17 6-7 2 27357 159.3871 150.1000 173.4497
11 3-7 1 10985 160.6999 160.6999 160.6999
3 1-6 3 16800 162.0719 154.3003 173.8489
16 5-6 1 19257 164.0001 164.0001 164.0001 }
itz) 3-8 1 6083 167.4996 167.4996 167.4996
4 1-8 1 3845 173.0000 173.0000 173.0000
18 6-8 4 10031 173.3646 168.9500 178.1499
13 4-5 1 9193 174.3998 174.3998 174.3998
9 3-6-7 1 6614 194.0000 194.0000 194.0000

The transitivity function automatically
produces summaries of covariates (here,
systolic blood pressure: SBP) across study
designs in the network.

This allows you to compare the
distributions of baseline covariates by
design.

The function also provides side-by-side
boxplots of these distributions (as
proposed by Cipriani, Furukawa, Salanti et
al., 2018).

Such plots help assess the heterogeneity
of covariate distributions, offering a
practical way to evaluate the plausibility
of the transitivity assumption in network
meta-analysis.
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3 . . 3 ’
transitivity: Example (cont’d)
i o » Output: side-by-side boxplots of
a baseline SBP across designs.
5 » Interpretation: heterogeneity in
e m ®© covariate distributions provides
R . insights for assessing the
H . plausibility of transitivity.
ERR-E mps
o B :
S A n
2 | L] = ® Weighted Mean
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Miscellaneous Functions

P> Network meta-regression (nmareg): evaluates effect modification by
covariates through multivariate meta-regression.

» Jackson’s Random Inconsistency Model (random.icm): expresses
Higgins’ design-by-treatment interaction model as a random-effects
model; inconsistency tested via variance components.

Noma et al. (2025)
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Miscellaneous Functions (cont’d)

» Decomposition of Q statistic (hmaQ): partitions Q statistic into within-
design and between-design components for detailed heterogeneity
assessment.

» Contribution weight plot (nmaweight): quantifies each study’s or
comparison’s contribution to the final synthesis; visualized as heatmaps
for intuitive interpretation.

Noma et al. (2025)
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>

>

>

2025/10/23-24

Summary

Network meta-analysis (NMA) is expected to become even more
widespread as a standard tool of systematic reviews, supported by the
growth of Comparative Effectiveness Research.

PRISMA-NMA extension (Hutton et al., 2015) provides reporting
guidelines that address NMA-specific concerns.

With the R package “NMA”, even complex state-of-the-art analyses can
be executed using simple commands.
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