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Figure 1: Numerical example of mean flow resistance minimization: cost func-
tions and gradients and Hessians of fy on the search path.



