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Abstract.
The major objective of this paper is to address the close relationship between the Genetic algorithm, which is usually used to get an optimal solution for a nonlinear multiparameter optimization problem, and Kitagawa’s Monte Carlo filter, (Kitagawa 1995), that was developed to manage a large dimensional state vector in a generalized state space model. The Monte Carlo filter is interpreted from the perspective of the Genetic algorithm. On the other hand, an essential part of the Genetic algorithm can be viewed as a special case of the Monte Carlo filter, and then a Bayesian interpretation of the Genetic algorithm leads to an examination of the performance of several ideas to improve the optimization. Based on an analogy between the Genetic algorithm and the Monte Carlo filter, we investigate a resampling scheme involved in the filtering procedure of the Monte Carlo filter. Several schemes for resampling are applied to a simple problem and their performance is evaluated in terms of an estimation of the likelihood.

1 Introduction
The modern Bayesian approach to data analysis is characterized by using an explicit probability model to incorporate a priori knowledge such as analyst’s inspection, physical reasoning, well–known results, and sometimes his/her assumptions. The basic principle
behind this approach is to extract as much useful information from the given data, even when the obtained data are contaminated with various noises including outliers, artificial noise, and missing values. A procedure referred to as the Bayesian approach has a long historical background and its basic concept may be traced back to a suggestion given by Whittaker (1923) to solve the smoothing problem. The recent rapid progress in electronic computing power has encouraged us to apply the Bayesian approach to increasingly complicated problem. For example, although Hunt (1973) treated Bayesian image restoration, the seminal paper by Geman and Geman (1984) stimulated the more recent interest in Bayesian image restoration, (or Bayesian image analysis), (see Besag (1986) and the special issue of Applied Statistics edited by Mardia (1989)), and now involves many researchers in the Bayesian approach.

Preceeding the Geman and Geman paper, Akaike (1980) successfully used a Bayesian approach in the modeling of nonstationary time series and stimulated its applicability to a wide variety of data analysis problems. Since this approach facilitates fitting a large amount of the time series model parameters, it allows us to construct a flexible model for a time series. As seen in many successful applications to various field data, the Bayesian approach even in a framework of the linear and Gaussian model is still useful (see the references in Gersch and Kitagawa (1988)). Nevertheless, it is inevitable to treat a non-linear and non-Gaussian model in the Bayesian approach, because we frequently face the situations where the prior and/or data distribution should be non-Gaussian and where parameters are mutually related with high non-linearity.

The non-Gaussian and non-linear time series model has been realized by an extension of the standard Kalman filter state space model, (Kalman 1960), in what is referred to as the extended Kalman filter (EKF), (Anderson and Moore 1979). Kitagawa (1987) realized a general formulation for a state space analysis of the non-Gaussian and non-linear model, that he referred to as the generalized state space model (GSSM). In the context of a nonlinear smoothing problem, Kitagawa (1991) demonstrated the superioirity of the GSSM model approach to the EKF approach. The GSSM modeling is based on the intrinsic structure of time series in such a way that an observation is sequentially obtained and that, as a general rule, a prior knowledge is numerically described by a local constraint between adjacent data points.
The GSSM approach which enables us to use recursive formulations together with an evaluation of the likelihood, has an unified framework. However, the GSSM still requires, for its practical application to data analysis, computationally extensive and difficult tasks due to the relatively high dimensionality of the state vector. In a case with a low dimension (for an example $k \leq 2$), a simple but flexible approach to approximate any conditional distribution by a first order spline or simple step functions is feasible. Several applications of this approach can be found in Kitagawa (1987, 1991). Also West and Harrison (1989), Carlin et al. (1992), Fahrmeir (1992), Frühwirth-Schnatter (1994a, b) and references therein.

For $2 < k$ an implementation along this primitive approach needs the complicated and sophisticated treatments that is rarely practicable because of the inherent programming complexity. In addition, there is an apparent problem due to the storage limitation (Fahrmeir (1992), Frühwirth-Schnatter (1994a)). To handle the high dimensionality Kitagawa (1993) introduced a Monte Carlo method for filtering and smoothing. We refer to it as the Monte Carlo Filter (MCF). A treatment of the high dimensionality within the GSSM framework is not an issue in the present paper.

We begin with a brief explanation of the the methodology of the MCF together with an introduction to GSSM. Then we investigate some relationships between the MCF and the Genetic Algorithm, (GA), the adaptive search procedure inspired by evolution (Holland (1975), Goldberg (1989), Davis (1991), Whitley (1994)). Making use of an analogy between the MCF and the GA, we interpret the MCF from the perspective of the GA in Section 3. Section 4 discusses several ideas to improve the original MCF algorithm in terms of an evaluation of the likelihood. In particular we concentrate on the resampling scheme that is an essential part of the filtering procedure of the MCF, and examine typical resampling schemes by considering a very simple problem.

2 Generalized State Space Model (GSSM)

2.1 Generalization of the state space model

The generalized state space model (GSSM) is defined by
system model \[ x_n = g(x_{n-1}, v_n) \]
observation model \[ y_n = h(x_n, w_n), \] \hspace{1cm} (1)

where \( x_n \) and \( y_n \) are \( k \)-dimensional state vector and univariate observation at discrete–time of \( n \). \( v_n \) and \( w_n \) are \( l \)-dimensional and \( 1 \)-dimensional white noise sequences with unknown probability density function \( q(v|\lambda_v) \) and \( r(w|\lambda_o) \), respectively. \( \lambda_v \) and \( \lambda_o \) are parameter vectors, if necessary, for describing \( q(\cdot) \) and \( r(\cdot) \), respectively, and called hyperparameter in Bayesian terminology (Lindley and Smith (1972)). See Kitagawa (1987, 1991, 1993) for examples of the GSSM. Any dynamic generalized linear model (DGLM) (e.g. West \textit{et al.} (1985), West and Harrison (1989), Fahrmeir (1992), Frühwirth-Schnatter (1994a)) may be expressed as a special case of the GSSM.

The time series model expressed by (1) implies that the conditional distributions satisfy the following Markov properties:

\[
\begin{align*}
  p(x_n|X_{n-1}, Y_{n-1}) &= p(x_n|x_{n-1}) \\
  p(y_n|X_n, Y_{n-1}) &= p(y_n|x_n),
\end{align*}
\hspace{1cm} (2)
\]

where \( X_n \) and \( Y_n \) are \( X_n \equiv [x_1, \ldots, x_n] \) and \( Y_n \equiv [y_1, \ldots, y_n] \), respectively. Assume that \( y_n = h(x_n, w_n) \) has the following implicit function: \( w_n = h^{-1}(y_n, x_n) \). Then the conditional density \( p(y_n|x_n) \) is replaced by

\[
p(y_n|x_n) = r(w_n) \left| \frac{dh^{-1}}{dy_n} \right| = r(w_n)w'(y_n, x_n),
\hspace{1cm} (3)
\]

where we set \( w'(y_n, x_n) = |dh^{-1}/dy_n| \).

2.2 Recursive formulas

Equation (1) with (2) and (3) yields useful recursive formulas for the estimation of the conditional probability distribution of the state vector \( x_i \) given data \( Y_j \), \( p(x_i|Y_j) \), which are formed by a set of the following three steps: \textit{prediction}, \textit{filtering}, and \textit{smoothing} (e.g. Kitagawa (1987), Harvey (1989)).

\textit{prediction}

\[
p(x_n|Y_{n-1}) = \int p(x_{n-1}|Y_{n-1}) \cdot p(x_n|x_{n-1}) dx_{n-1}
\hspace{1cm} (4)
\]
filtering

\[ p(x_n | Y_n) = \frac{p(y_n | x_n) \cdot p(x_n | Y_{n-1})}{p(y_n | Y_{n-1})} = \frac{p(y_n | x_n) \cdot p(x_n | Y_{n-1})}{\int p(y_n | x_n) \cdot p(x_n | Y_{n-1}) dx_n} \] (5)

smoothing

\[ p(x_n | Y_N) = p(x_n | Y_n) \cdot \int \frac{p(x_{n+1} | Y_N) \cdot p(x_{n+1} | x_n)}{p(x_{n+1} | Y_n)} dx_{n+1}. \] (6)

where \( N \) is the total number of data points, and an initial distribution \( p(x_0 | Y_0) \) is defined a-priori.

For the fixed (distribution) forms of \( q(\cdot) \) and \( r(\cdot) \) the optimal values of hyperparameters, \( \lambda^* \), are selected by assessing the log-likelihood \( \log p(Y_N | \lambda) \) (Good (1965)),

\[ l(\lambda) = \log p(Y_N | \lambda) = \log \prod_{n=1}^{N} p(y_n | Y_{n-1}, \lambda) \]
\[ = \sum_{n=1}^{N} \log p(y_n | Y_{n-1}, \lambda) \] (7)

where \( p(y_n | Y_{n-1}, \lambda) \) is the conditional distribution of \( y_n \), given data \( Y_{n-1} \), and \( \lambda \equiv [\lambda_x^T, \lambda_o^T]^T \). We note that \( p(y_n | Y_{n-1}, \lambda) \) is the one-step-ahead predictive value which appears in (5). The best function forms among competing candidates are chosen so as to maximize (7) in a same manner.

3 Monte Carlo Filter (MCF)

Here we first give a brief introduction to MCF with emphasis on clarifying the close relationship between the MCF and GA algorithms. That follows with an analogy of the MCF with the GA based on an explanation of the MCF.

3.1 Basic idea and algorithm

A basic idea of the MCF (Kitagawa (1993)) is summarized as follows:

- We approximate an arbitrary conditional probability density function by many of its realizations.

- At each \( n \), the number of realizations, \( m \), is fixed to make it easy to implement the MCF algorithm.
For example, we express \( p(x_n|Y_{n-1}) \) by a set of \( m \) realizations: \( Z_{P}^{(n)} \equiv \{ z_{P,i}^{(n)} | i = 1, \ldots, m \} \). Similarly, \( p(x_n|Y_n) \) is approximated by a set of \( m \) realizations: \( Z_{F}^{(n)} \equiv \{ z_{F,i}^{(n)} | i = 1, \ldots, m \} \). The subscripts, \( P \) and \( F \), stand for the prediction and filtering, respectively. The superscript \( (n) \), denotes a discrete-time instant \( n \).

The recursive calculations of (4) and (5) are respectively defined in the following manner:

**prediction**

Realize \( Z_{P}^{(n)} \) each element of which is obtained by \( z_{P,i}^{(n)} = g(z_{P,i}^{(n-1)}, v_i^{(n)}) \).

**filtering**

Realize \( Z_{F}^{(n)} \) by resampling \( z_{P,i}^{(n)} \) with probability proportional to

\[
p(z^{(n)} = z_{P,i}^{(n)} | Y_n) = \frac{r(w_i^{(n)})w'(y_n, z_{P,i}^{(n)}) \cdot p(z^{(n)} = z_{P,i}^{(n)} | Y_{n-1})}{\sum_{i=1}^{m} r(w_i^{(n)})w'(y_n, z_{P,i}^{(n)}) \cdot p(z^{(n)} = z_{P,i}^{(n)} | Y_{n-1})} \]

\[= \frac{r(w_i^{(n)})w'(y_n, z_{P,i}^{(n)}) \cdot (1/m)}{\sum_{i=1}^{m} r(w_i^{(n)})w'(y_n, z_{P,i}^{(n)}) \cdot (1/m)} \]

\[= \frac{r(w_i^{(n)})w'(y_n, z_{P,i}^{(n)})}{\sum_{i=1}^{m} r(w_i^{(n)})w'(y_n, z_{P,i}^{(n)})} \quad (8)
\]

Here \( v_i^{(n)} \) is a realization sampled from \( q(\cdot) \) and \( w_i^{(n)} = h^{-1}(y_n, z_{P,i}^{(n)}) \). In the MCF the value of \( p(y_n|Y_{n-1}) \) appearing in (5) is approximated by \((1/m) \sum_{i=1}^{m} r(w_i^{(n)})w'(y_n, z_{P,i}^{(n)})\). It is worthy to note that when \( w'(\cdot) \) does not depend on \( x_n \), \( w'(y_n, z_{P,i}^{(n)}) \) in (8) need not be calculated. For example, there is no dependency of \( x_n \) on \( w'(\cdot) \) for DGLM.

In the GSSM framework, a final or smoothed estimation of the state vector is usually given through (6). In the MCF Kitagawa (1993) proposed two alternative formulas for the smoothing algorithm: storing the state vector and a two-filter formula (Kitagawa (1994)). It is not feasible to apply the former as it is, and so a modification is necessary for a workable algorithm. The latter approach is essentially the same as the Baum–Welsh algorithm with the forward–backward algorithm in HMM (Baum et al. (1970), Huang et al. (1990)).

### 3.2 Analogy with a genetic algorithm

In this subsection, we address the idea that the MCF and the GA are quite similarly structured. For example, \( z_{P,i}^{(n)} \) and \( z_{F,i}^{(n)} \) identified as particles in the MCF is considered
as the string at n-th generation in GA. $z_{F_i}^{(n-1)}$ and $z_{P_i}^{(n)}$ are regarded as the parent and offspring, respectively, because $z_{F_i}^{(n-1)}$ creates $z_{P_i}^{(n)}$ which undergoes selection. From this point, it follows that the MCF is close to the canonical GA (Whitley (1994)) (sometimes referred as the simple GA (SGA) (Goldberg (1989))) among many algorithms based on a population-based search.

The filtering procedure of the MCF exactly corresponds to the selection (or reproduction) of GA by regarding $r(\cdot)w'(\cdot)/m$ as the evaluation function. Accordingly in the GA, the equivalent of $r(w_{i}^{(n)}w'(y_{n}, z_{P,i}^{(n)})/\sum_{i=1}^{m} r(w_{i}^{(n)})w'(y_{n}, z_{P,i}^{(n)})$ can be called the fitness of the string $z_{F,i}^{(n)}$. It should be noticed that whereas $r(\cdot)w'(\cdot)/m$ is obviously dependent of time due to the presence of data $y_{n}$, the evaluation function in GA without any modification such as scaling (stretching) (e.g., Goldberg (1989)) is independent of $n$.

$p(y_{n}|Y_{n})$ approximated by $(1/m) \sum_{i=1}^{m} r(w_{i}^{(n)}w'(y_{n}, z_{P,i}^{(n)})$ in the MCF is therefore regarded as the population fitness at the n-th generation in GA. The log likelihood in the MCF, $l_{MCF}(\lambda)$, is the logarithm of the value which we call family fitness:

$$l_{MCF}(\lambda) = \sum_{n=1}^{N} \log p(y_{n}|Y_{n-1}, \lambda)$$
$$= \sum_{n=1}^{N} \log \text{(family fitness)}. \tag{9}$$

Along the line of this interpretation, the maximum likelihood principle is interpreted as a rule to choose the model that maximizes the family fitness under a circumstance of given data $Y_{N}$.

Now consider the GA from the perspective of the MCF. The scaling procedure which is frequently used to keep appropriate level of competition throughout a simulation can be viewed as a dynamic control of hyperparameters for $r(\cdot)$. Namely in this case we consider the time series model with hyperparameter $\lambda_{n}$ being dependent on time.

An essential idea to involve the operations of the crossover and mutation in the GA is to escape from local maximum of the optimized function. We note that these may be interpreted from the Bayesian point of view. In particular, a fluctuation caused by a mutation is exactly regarded as the system noise which stems from a non-Gaussian probability density function. When we represent a model using a binary code and use the canonical GA, a closed form of this density function can be obtained.
In the MCF there exists an apparent movement of the population at each step which results from the systematic behavior of the particle driven by $g(\cdot)$ with $v_n \equiv 0$ in the system model. The GA disfavors such drift in model space that is independent of any performance of optimization, called genetic drift. The correspondence between MCF’s and GA’s terminology is summarized in Table 1.

4 Resampling scheme of the filtering

4.1 Selection scheme

One of the advantages of using the MCF for a solution of GSSM is to economize on the computer memory space necessary for approximating the conditional probability density function. On the other hand, the MCF requires the evaluation of the likelihood which plays the critical role in specifying the model. The easiest way to deal with this problem is an enormous increase in the number of particles $m$. Another candidate for this problem is the use of parallel processing in which $I_{MCF}$ is given by taking an average of the value of the log-likelihood at the $i$th parallel processor, $I_{i,MCF} (i = 1, \ldots, N_p)$. $N_p$ is the number of the parallel processing. We note that the MCF is quite amenable to a simple parallel processing.

Here, we focus our attention on the resampling scheme that is an essential part of the filtering procedure of the MCF. As mentioned above, the resampling form appearing in the filtering of the MCF is identical to one in the selection procedure of the GA. Consequently we can choose the resampling scheme best suited for estimating the log-likelihood, from the several different ways to do selection (Goldberg (1989), Whitley (1994)). Here we compare three typical selection methods among selection alternatives classified by Brindle (1981):

1. Deterministic sampling

2. Stochastic sampling with replacement (Roulette wheel selection)

3. Remainder stochastic sampling with replacement

The resampling method known as stochastic universal sampling (Baker (1987) is employed here to implement the remainder stochastic sampling efficiently (Whitley (1994)).
4.2 Application of the MCF to the simplest model

We discuss three resampling methods in the context of the following very simple model of a time series:

\[
\begin{align*}
\text{system model} & \quad t_n = t_{n-1} + v_n \\
\text{observation model} & \quad y_n = t_n + w_n,
\end{align*}
\]

where \( t_n \) is a trend component at time of \( n \), \( t_n \), thereby setting the 1-dimensional state vector \( x_n = [t_n] \), and \( v_n \) is the 1-dimensional white noise sequences.

Figure 1 shows the artificially generated data which is obtained by adding i.i.d. white Gaussian noise with a variance of 0.1 to the step function with a jump of 1 at \( n = 51 \), when \( N = 100 \). We consider the simplest case in which both \( q(\cdot) \) and \( r(\cdot) \) are Gaussian. For this case, the Kalman filter yields a "true" value of the likelihood. The true value of the log-likelihood based on the Kalman filter is specified by \( l^{true} \) henceforth in which we omit \( \lambda^* \) for simplicity. In this case \( \lambda^* \) can be easily obtained by maximizing the likelihood that has a very simple form as a function of \( \tau^2 \), the ratio of the variance of the system noise to that of the observation noise. The solid curve is obtained by applying the fixed interval smoother with \( \tau^{2*} = 0.25 \).

Figure 2 shows the log-likelihood of \( y_n \) for the model with \( \tau^{2*} \), \( \log p(y_n|Y_{n-1}, \lambda^*) \). Here we denote \( \log p(y_n|Y_{n-1}, \lambda) \) by \( l^{true(n)} \). Correspondingly, an approximation by the MCF to \( \log p(y_n|Y_{n-1}, \lambda) \) is denoted by \( i^{MCF(n)}_i \), where \( i \) indicates the \( i \)th trial. It is seen that \( l^{true(n)} \) takes a minimum value at \( n = 51 \), indicated by the arrow, where there is a discontinuous change in the given trend.

We concentrate on the discrepancy of \( i^{MCF}_i \) from \( l^{true} \), \( \Delta l_i \), as well as \( \Delta l_i^{(51)} = i^{MCF(51)}_i - l^{true(51)} \). The reason why we pay special attention to \( \Delta l_i^{(51)} \) is that a sparse distribution of \( z_{p,i}^{(51)} \) around \( y_{51} \) could result in poor approximation of \( i^{MCF(51)}_i \) to \( l^{true(51)} \). Figure 3(a) shows a distribution of \( (\Delta l_i, \Delta l_i^{(51)}) \) for a case where the deterministic sampling is adopted to implement the resampling in the filtering procedure of the MCF. The number of trials is \( N_p = 5000 \) and the particle number is fixed \( m = 1000 \) for each trial. The vertical and horizontal lines indicate the average values of \( \Delta l_i \) and \( \Delta l_i^{(51)}, < \Delta l_i > \) and \( < \Delta l_i^{(51)} > \), respectively. We call \( < \Delta l_i > \) the bias. An apparent positive correlation seen in this figure (correlation coefficient 0.737) supports our conjecture that the poor approximation of the
MCF to \( l^{\text{true}}(51) \) is significant in controlling \( \Delta l_i \). The straight line obtained by the least squares fit to these plots has a slope of 0.265. From these results, it follows that there remains a systematic error in approximation of \( l^{\text{MCF}(n')} \) for 51 < \( n' \). Namely \( Z_p^{(51)} \) with negative \( \Delta l_i^{(51)} \) leads \( Z_p^{(52)} \) giving negative \( \Delta l_i^{(52)} \) through \( Z_F^{(51)} \).

Figures 3(b) and (c) demonstrate a distribution of \((\Delta l_i, \Delta l_i^{(51)})\) for the roulette wheel selection and for the stochastic universal sampling, respectively. As in Figure 3(a), we can see the same tendency such that \( \Delta l_i \) depends mainly on \( \Delta l_i^{(51)} \). Whereas the sign of the bias is common to three cases (\(< \Delta l_i > 0\)), its magnitude for the deterministic sampling is apparently larger than others. It is clearly seen that plots of \((\Delta l_i, \Delta l_i^{(51)})\) for the Roulette wheel selection show a diffuse distribution compared with plots for the stochastic universal sampling. Table 2 summarizes the bias, standard deviation of \( \Delta l_i \), correlation coefficient, and slope of the line using the least squares fit, for each resampling scheme. Based on a simple statistics, we suggest that the stochastic universal sampling is most suitable for the resampling necessary for the filtering procedure of the MCF.

5 Concluding remarks

In this article we have discussed close relationship between the GA and the MCF. First the MCF and GA algorithms were shown to be similarly structured. The MCF was then interpreted from the perspective of the GA. Next the GA was cast in a Bayesian framework to yield the interpretation of crossover and mutation as the system noise. Also, some ideas to improve the optimization performance of the GA were explained. Table 1 summarized the analogy between the MCF and GA.

By making use of this analogy, numerical experiments were conducted to investigate the resampling schemes of the MCF that is identical to the selection scheme of the GA. Based on numerical experience, we recommended the stochastic universal sampling for the resampling in the filtering procedure of the MCF, because among typical selection schemes, it provides us with a good estimate of the log-likelihood. This recommendation is supported by the fact that \( \Delta l_i \) for the stochastic universal sampling has the smallest variance with least biased log-likelihood value.
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### Table 1. Analogy between the MCF and GA

<table>
<thead>
<tr>
<th>Monte Carlo Filter (MCF)</th>
<th>Genetic Algorithm (GA)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$z_{p_i}^{(n)}$ and $z_{P_i}^{(n)}$: particle</td>
<td>string</td>
</tr>
<tr>
<td>$(n)$: time</td>
<td>generation</td>
</tr>
<tr>
<td>$g(\cdot, v_n = 0)$</td>
<td>genetic drift</td>
</tr>
<tr>
<td>system noise</td>
<td>crossover</td>
</tr>
<tr>
<td>filtering</td>
<td>mutation</td>
</tr>
<tr>
<td>$r(w_i^{(n)})w'(y_n, z_{P_i}^{(n)})/m$</td>
<td>evaluation function</td>
</tr>
<tr>
<td>$r(w_i^{(n)})w'(y_n, z_{P_i}^{(n)})/\sum_{i=1}^{m} r(w_i^{(n)})w'(y_n, z_{P_i}^{(n)})$</td>
<td>fitness</td>
</tr>
<tr>
<td>$p(y_n</td>
<td>Y_{n-1}, \lambda)$</td>
</tr>
<tr>
<td>$p(Y_N</td>
<td>\lambda)$</td>
</tr>
<tr>
<td>$y_n$: observation</td>
<td>environment</td>
</tr>
<tr>
<td>$Y_N$: data</td>
<td>history of environment</td>
</tr>
</tbody>
</table>

### Table 2. Comparison of selection schemes: $N_p = 5000$ trials

<table>
<thead>
<tr>
<th>Sampling Scheme</th>
<th>$&lt;\Delta l_i&gt;$</th>
<th>s.d. of $\Delta l_i$</th>
<th>c.c.</th>
<th>slope</th>
</tr>
</thead>
<tbody>
<tr>
<td>Deterministic</td>
<td>-0.344</td>
<td>0.392</td>
<td>0.737</td>
<td>0.265</td>
</tr>
<tr>
<td>Roulette wheel</td>
<td>-0.127</td>
<td>0.496</td>
<td>0.723</td>
<td>0.234</td>
</tr>
<tr>
<td>stochastic universal</td>
<td>-0.0952</td>
<td>0.455</td>
<td>0.776</td>
<td>0.249</td>
</tr>
</tbody>
</table>
**Figure Captions**

**Fig. 1.** Artificially generated data \( y_n \). The smooth curve is obtained by applying the fixed interval smoother with the best value of hyperparameter, \( r^{2*} \), that is determined by maximizing the log–likelihood.

**Fig. 2.** The log–likelihood of \( y_n \) of the best model, given \( Y_{n-1} \), \( \log p(y_n|Y_{n-1}) \). The arrow indicates a jump point of the step function where \( \log p(y_n|Y_{n-1}) \) takes a minimum value.

**Fig. 3.** (a) Distribution of \( (\Delta l_i, \Delta l_i^{(5)}) \), where \( \Delta l_i \) is defined by a discrepancy of \( l_i^{\text{MCF}} \) from \( l_i^{\text{true}} \). \( l_i^{\text{true}} \) and \( l_i^{\text{MCF}} \) are values of the log-likelihood of \( Y_N \), \( \log p(Y_N|\lambda) \), obtained by the Kalman filtering and the MCF, respectively. \( i \) indicates the the \( i \)th trial. \( l_i^{\text{true}(5)} \) and \( l_i^{\text{MCF}(5)} \) denotes the values of \( \log p(y_n|Y_{n-1}, \lambda) \) based on the Kalman filtering and the MCF, respectively. The deterministic sampling scheme is used for the resampling appearing in the filtering process of the MCF.

(b) Distribution of \( (\Delta l_i, \Delta l_i^{(5)}) \) for the resampling based on the roulette wheel selection.

(c) Distribution of \( (\Delta l_i, \Delta l_i^{(5)}) \) for the resampling based on the stochastic universal sampling.
Figure 3(a) 5000 trials
Figure 3(b)  5000 trials
Figure 3(c) 5000 trials
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