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Abstract. Abstract must be no more than 150 words in a single paragraph. The ab-
stract should state results in such a way that the reader can evaluate their signi�cance.
References should not be cited in the abstract.

Key words and phrases: Key words or phrases, no more than 10, should be supplied.

1. Introduction

To preview the actual print out in real size remove

\draft" from the begindocument (see 4th line of AIS-

M.tex). However, AISM is planning to enlarge the print

out size, and this style �le is NOT the �nal version and

is subject to change. Therefore, the �nal print out in

the Journal may slightly di�erent from what you see.

Caism.sty is the style �le for the AISM special issue on Time Series Analysis. This

LaTeX �le should be compiled with LaTeX209 system containing epsf.sty. If your paper

does not contains any �gures, epsf.sty is not necessary.

The text should be reasonably subdivided into sections and subsections as necessary.

In the text, footnotes should be avoided unless their use is inevitable.

References: In the text, each reference is cited by the last name(s) of author(s)

and the year of publication in parentheses. If two or more publications are listed for the

same author(s) in the same year, distinguish them by a, b, c, etc. placed after the year.

One author: Fisher (1932), Brown (1985, 1986), Hall (1978a, 1978b). Two authors:

Johnson and Kotz (1982), Three or more authors: Davis et al. (1977)

Tables: Tables should be restricted to the minimum necessary. They should be

numbered consecutively with Arabic numerals in order of appearance. A brief descriptive

title should be given above each table. Any necessary footnotes in tables should be

indicated directly below them by reference marks or by superscript lower case letters. The

approximate Figures: All illustrations are to be regarded as �gures and they should be

*This research was partially suported by Monbusho.
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numbered consecutively with Arabic numerals. A brief descriptive title should be given

below each �gure. Equations: Only the equations to which reference is made in the text

should be numbered.

Proofs: Page proofs will be supplied by the printer directly to the corresponding

author. These should be corrected and returned within 48 hours of receipt; otherwise the

paper might be published without author's proofreading. No substantial changes by the

author will be accepted at this stage of proofreading, except where advance permission

has been obtained from the Editorial O�ce. Costs arising from changes in proof, other

than of printer's errors, will be charged to the authors.

Page charges and Reprints: There will be no page charge. Thirty reprints of

each paper will be supplied free of charge. Additional copies may be purchased from the

publisher and should be ordered when the proofs are returned. Orders after publication

cannot be �lled at regular reprint prices.

2. Equations, Det�nition, Lemma and Theorem

2.1 Example of Equations

Consider a nonlinear non-Gaussian state space model for time series yn,

xn = Fn(xn�1; vn)(2.1)

yn = Hn(xn; wn);(2.2)

where xn is an unknown state vector, vn and wn are the system noise and the observation

noise with densities qn(v) and rn(w), respectively.

2.2 Examples of De�nition and Remark

Definition 2. 1 . A population �i is considered as the best �-quali�ed, if it simul-

taneously satis�es the following conditions:

(i) �i 2 S,

(ii) �i � �0 and

(iii) �i = max�j2S �j.

Remark 1 . You can write remark here.
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2.3 Examples of Lemma and Theorem

Lemma 2.3. 1 . Let Sn be a random variable having a �2(n) distribution. Then we

have � � �.

Proof. Proof is not shown here.

Theorem 2.3. 1 . Assume �2

i 6= �2

0
, for all i = 1; . . . ; k. The empirical Bayes se-

lection rule d�n(x), de�ned in (3.7) and (3.8), is asymptotically optimal with convergence

rate of order O(ln2 n=n). That is

En[r(d
�n)]� r(dB) = O(ln2 n=n):

Proof. Proof is not shown here.
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3. Table and Figure

3.1 Table

Table 1. Table caption should be given here.

Order AIC

1 35.4

2 21.6

3 13.4

4 11.6

5 12.2

6 13.8

3.2 Figure

Fig. 1. Figure caption should be given here.

Fig. 2. Figure caption should be given here.

4. Conclusion

All the references should be listed at the end of the text in alphabetical order by

the last name of the authors, or of the �rst-named author for co-authors references.

Multiple entries for the same author(s) should be arranged chronologically. Named of

journals should be written out in full or abbreviated according to a current index issue

of Mathematical Reviews, if available. References should include the year of publication,
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full title, source, volume number, and inclusive page numbers according to the following

style:

Journal; Anscombe, F.J.(1967). Topics in the investigation of linear relations �tted

by least squares, J. Roy. Statist. Soc. Ser. B,29,1-5.

Book; Feller, W.(1966). An Introduction to Probability Theory and Its Applications,

Vol.2, Wiley, New York.

Edited book; Lin, S.P. and Perlman, M.D.(1985). A Monte Carlo comparison of

four estimators for a covariance matrix, Multivarite Analysis (ed. P. R. Krishnaiah),

6,411-429, North Holland, Amsterdam.

Proceedings; James, W. and Stein, C.(1961). Estimation with quadratic loss, Proc.

Fourth Berkeley Symp. on Math. Statist. Prob., Vol. 1, 361-380, Univ. of California

Press, Berkeley.
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