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Magnetic fluctuations associated with tail current disruption:
Fractal analysis

S. Ohtani,! T. Higuchi,2 A. T. Y. Lui,' and K. Takahashi®

Abstract. The objective of the present study is to assess the mechanism of substorm-
associated tail current disruption on the basis of magnetic field observations in the near-Earth
tail. We examined 15 events observed by the Charge Composition Explorer (CCE) of the
Active Magnetospheric Particle Tracer Explorers (AMPTE), with an emphasis on the August
28, 1986, event. In these events the satellite observed magnetic fluctuations to start almost
simultaneously with ground substorm onsets, strongly suggesting that these fluctuations are
related to the trigger of substorms. In this study we applied the new method, fractal analysis,
to these fluctuations. This method enables us to examine fluctuations quantitatively and to
pick up characteristic timescale(s) of fluctuations, even if fluctuations are far from sinusoidal.
The results are summarized as follows: (1) Whereas before the onset of tail current disruption,
magnetic fluctuations are suppressed in each of the magnetic components, after the onset, the
magnitude of the H (north-south) component fluctuations is about 30% larger than the
magnitudes of the fluctuations of the other components. (2) The magnetic fluctuations have a
characteristic timescale, which is several times the proton gyroperiod. The first result suggests
that observed magnetic fluctuations are actually related to changes in the tail current intensity,

that is, tail current disruption. This result also indicates that the microprocess of tail current
disruption should be described in terms of turbulent perturbation electric currents, although
away from the onset region the effects of tail current disruption may be approximated by
those of an orderly decrease in the tail current intensity. The second result strongly suggests
that tail current disruption is driven by a certain instability. which grows most rapidly around
that characteristic time scale, and in which ions should play an important role.

1. Introduction

In the near-Earth magnetotail a substorm onset is character-
ized by a change in the tail magnetic field from a stressed to a
more dipolar configuration [e.g., Cummings et al., 1968], which
is often referred to as dipolarization. This phenomenon has
been traditionally interpreted in terms of a decrease in the tail
current intensity (tail current disruption). The associated current
circuit, in which the disrupted current is converted into a pair
of field-aligned currents with region 1 polarities, has been in-
ferred to be responsible for the magnetosphere-ionosphere cou-
pling during substorms [Akasofu, 1972; McPherron et al.,
1973; Baumjohann et al., 1981].

The onset location of tail current disruption has been a cen-
tral issue. The results of recent studies done from different
viewpoints seem to be converging, strongly suggesting that tail
current disruption initiates in the near-Earth region within
15 Rg from the Earth, possibly much closer to the Earth. Ex-
amples of such studies include (1) the observations of the onset
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of tail current disruption simultaneous with ground substorm
onsets [Takahashi et al., 1987; Lui et al., 1988, 1992; Lopez et
al., 1990], (2) the timing studies of dipolarization signatures
observed by multisatellite observations in the near-Earth tail
[Lopez et al., 1990; Lopez and Lui, 1990; Ohtani et al., 1988,
1991], (3) the remote sensing of the tailward expansion of tail
current disruption based on the variations of the lobe magnetic
field {Jacquey et al., 1991; Ohtani et al., 1992], (4) the model-
ing of the buildup of the tail current intensity in the near-Earth
tail [Kaufmann, 1987; Pulkkinen et al., 1992}, (5) the mapping
of the auroral initial brightening to the equatorial plane
[Elphinstone et al., 1991}, and (6) the formation of a substorm-
associated field-aligned current system well equatorward of the
open/close boundary [Lopez et al., 1991].

Most of the previous studies focused on the macroscopic as-
pects of tail current disruption, such as the onset location, the
spatial expansion, and relationships between magnetic and par-
ticle flux variations, principally because the spatial extent of
the onset region is very limited (e.g., Lopez and Lui, 1990;
Ohtani et al., 1991, 1993]; therefore satellites usually observe
the effects of tail current disruption away from the onset re-
gion. Thus, even though the concept of tail current disruption
has been widely accepted, the trigger mechanism of tail current
disruption is far from being completely understood (see recent
review papers by Lui [1991] and Fairfield [1992]). This obser-
vational constraint led Hesse and Birn [1991] to an alternative
interpretation of dipolarization signatures in terms of the pileup
of magnetic fluxes ejected earthward from the near-Earth neu-
tral line, which they have suggested forms further tailward of
the synchronous region.
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To verify the idea of tail current disruption and to under-
stand its physical process, observations in the onset region are
essential. Fortunately, data from the Charge Composition Ex-
plorer (CCE) of the Active Magnetospheric Particle Tracer Ex-
plorers (AMPTE) have provided such opportunities [Takahashi
et al., 1987; Lui er al.,, 1988, 1992; Lopez et al., 1990]. In fact,
two previous studies [Lwi et al., 1992; Burkhart et al., 1993]
attempted to test their theoretical models by examining the
power spectrum of onset-associated magnetic fluctuations.
However, because of difficulties in the data analyses, at least
two important problems remain to be answered. First, are such
magnetic fluctuations actually related to changes in the tail cur-
rent intensity? Second, do the fluctuations have characteristic
timescales that may be associated with a certain instability? We
believe that answers to these questions are important in under-
standing the mechanism of tail current disruption,

In this paper we apply a newly developed method for ana-
lyzing sequential data, fractal analysis [Higuchi, 1988, 1990], to
magnetic fluctuations embedded in dipolarization signatures.
This method has major advantages in quantifying fluctuations
as well as in confirming or denying the existence of character-
istic timescales. We explain the method in section 2. In section
3 we examine in detail an event observed by the AMPTE/CCE
satellite on August 28 (day 240), 1986. Fourteen more events
are examined in section 4. The results of the analysis are dis-
cussed in section 4. Section 5 summarizes the present study.

2. Analytical Method

The method that we adopted for the present study is charac-
terized by the fact that it handles time series in the time do-
main rather than in the frequency domain. The method was
originally proposed by Higuchi [1988] and was applied to mea-
surements in various fields [e.g., Bergamasco et al., 1990;
Yamamoto and Hughson, 1993). The theoretical evaluation was
also made by Theiler [1991] and Osborne and Provenzale
[1989].

The analytical procedure consists of two steps: (1) measur-
ing the length L(r) of time series X() = X(j- A0 (=1,2,...,
N; Ar: sampling interval) for different “scales” = (r=1i- Ar;
i=1, 2, 3,..)), and (2) extracting necessary information from
the dependence of L(r) on 7. We will briefly outline each of
the steps in the following. For details, see Higuchi [1988] and
the other papers cited previously.

To calculate the length of X(¢) for 7, first we make k (k=
T/AL) subsets from X(1):

Xyt X(mAD, X(mAL +7), X(mAL +27), ..., X(mAr +[(N — m)/k]7)
m=12,....k) 03]
where square brackets denote Gauss’s notation; that is, [a] indi-

cates the largest integer that does not exceed a. The length of
the mth subset Xy, L,,(7), is defined as

L,(7)= [ZIX(mAt +it)— X(mAr+(i— 1)1-)| A, /T @

i=1

The factor Ay (= (N — 1Y/(I(N — m)/klk) is for adjusting the
difference in the number of data points among the subsets. The
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length L(7) is defined to be the average of L,,(7) over the &
subsets.

In equation (2) the term inside the braces is the summation
of the absolute values of differences between two adjacent
points separated by 7. Dividing this summation by = in (2) is
analogous to measuring the length of a line with compasses set
at a certain distance. Assume that the curve is 10.0 cm long.
For a compass width of 10 cm, the curve is measured to be [,
whereas for a compass width of 1 cm, the curve is measured to
be 10. Thus the expression of the length depends on the setting
of the compass. L(7) is calculated for various values of 7 rang-
ing from the sampling interval Af to a fraction of the total in-
terval of the data set. Note that L(7) is an increasing function
of the number of data points; therefore it must be normalized
to a certain interval when compared between intervals with dif-
ferent numbers of data points. In this study, L(7) is normalized
tc2> 1 s; therefore, in the following, L(7) is given in units of nT/
s.

The next step is to examine the dependence of L(7) on 7. If
L(r) « v=D X(») is self-affine; D is referred to as fractal di-
mension. Such self-affine data have a power law spectrum P(f)
x % with o« = 5 — 2D [Mandelbrot, 1977]; however, this
conversion formula is not applicable for D values close to 1
and 2, which are the minimum and maximum values that D
can take, respectively [Higuchi, 1990]. In some cases the loga-
rithmic plot of L(7) versus 7 has a kink at a certain value of 7,
T.. That is, the plot has different slopes in 7 € 7, and 7, < 7.
This indicates that an associated physical process has a certain
characteristic timescale T, (# 7,; see the following discussion).
It is expected that the corresponding power spectrum P(f) also
has a characteristic frequency f, (= 1/T;) and the power law in-
dex is different on the different sides of f.. This expectation
has been numerically confirmed by Higuchi [1990].

The relationship between T, and 7. was numerically exam-
ined by Higuchi [1989]. He applied fractal analysis to data sets
which were numerically built so that their power spectrum has
different slopes on different sides of 1/7,, af and ay for f <
/T, and f > 1/T,. Then he surveyed the value of 7. in the two-
dimensional parameter space ay — ay. The result shows 7, = 3
to 57, (Figure 9 of Higuchi [1989]).

Figure 1 intuitively explains why 7, is shorter than T, In
this figure, X(#) is assumed to be a sinusoidal wave with a pe-
riod of T.. Although, in fact, this assumption is an oversimpli-
fication from the viewpoint of the practical usage of the fractal
analysis, the figure should also be helpful in understanding the
outline of the analysis. As long as 7 is sufficiently smaller than
T, (Figure la), we can trace each increase and decrease in X(¢)
associated with the wave, Therefore the summation of the abso-
lute values of differences between two adjacent points sepa-
rated by 7 does not depend on 7, and L,,(7). and therefore L(7),
which is obtained by dividing the summation by 7, is inversely
proportional to 7 (see equation (2)). That is, the fractal dimen-
sion for the small timescale range is one. However, once 7 be-
comes a fraction of T, the absolute value of the difference be-
tween two points separated by 7 can take random values not
exceeding the peak-to-peak amplitude of the wave and does not
depend on 7. In this case, the summation is proportional to the
number of data points (~[N/k]; see (1)) and is thus inversely
proportional to . Therefore L(r) « r~2%; that is, the fractal di-
mension is two. Thus the power of L(7) is different on the dif-
ferent sides of a certain value of 7, 7, which is shorter than
T,. It should also be noted that the fractal dimension of a one-
dimensional data set ranges from one to two.
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Figure 1. Schematic illustrations of the measurement of
the length of fluctuations, L(7), in cases in which 7 is (a)
significantly shorter than and (b) the significant fraction of
the characteristic time scale (period) of fluctuations.

In the present analysis, 7, is obtained by fitting two seg-
ments to the log (L(7)) plot. Here, 7, is determined so that the
summation of the squares of differences between the plot and
the segments is a minimum. The slopes of the segments, Dg
and Dy for 7 < 7, and 7, < 7, respectively, represent fractal di-
mensions on each side of 7.. The goodness of the two-segment
fit is quantitatively evaluated by comparing the sum of squared
residuals for the two-segment fit, 092, with that for the line fit,
alz. There are cases where log (L(r)) is better described by
three, rather than two, segments with two characteristic
timescales, 7.5 and 7., for shorter and longer ones, respec-
tively. As with the two-segment fit, we obtain 7.5 and 7, by
least squares fit. The sum of the squared residual o32 is used as
the goodness of fit.

The fast Fourier transform (FFT) is a reversible procedure,
whereas the fractal analysis is not reversible but extracts infor-
mation about the properties of fluctuations. The FFT provides
characteristics of fluctuations in terms of frequencies and there-
fore may be more suitable for comparing observations with the
results of theoretical studies, which often examine unstable
Fourier components. However, fractal analysis has at least two
major advantages.

First, the calculation of L(7) is significantly more stable
against abrupt phase changes of fluctuations than the calcula-
tion of a power spectrum, P(f). Note that in the calculation of
L(7) the effects of phase changes are localized around each of
the changes. On the other hand, such phase changes affect the
total integration/summation of the Fourier transform. Second,
the fractal analysis works even for fluctuations whose charac-
teristic timescale is a significant fraction of the interval of data
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sets. Since in the Fourier analysis P(f) is calculated for dis-
crete values of f separated equally (Af = (NAf)™1, where N is
the total number of data points), we do not have many data
points in a low-frequency range. On the other hand, the fractal
analysis has no methodological restriction in selecting values of
t, although the calculation of L(7) is less stable for 7 closer to
the whole duration of the data interval. Since the region of tail
current disruption is spatially localized, the spacecraft does not
remain in the disruption region for very long, and the dynamics
of a current sheet cause rapid motion of the spacecraft relative
to the spatial structure of signatures, resulting in abrupt
changes in the phase of magnetic fluctuations. Thus these two
points are crucial in examining current disruption.

3. Case Study: August 28, 1986, Event
3.1. Outline of the Event

An event we selected for a case study occurred on August
28 (day 240), 1986. This event provides a unique opportunity,
because the AMPTE/CCE satellite was in the disruption region
at a substorm onset and remained in the region for as long as 3
min. The event was originally reported by Takahashi et al.
[1987] and was examined later by Lui et al. [1992] and
Burkhart et al. [1993] from different viewpoints.

Figure 2 shows a 20-min (1145-1205) plot of the AMPTE/
CCE magnetometer data sampled every 0.124 s (see Potemra
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et al. [1985] for details of the instrument). The satellite was in
the midnight local time sector, MLT = 23.5, at a radial distance
of approximately 8Rg. The data are shown in V, D, and H co-
ordinates. In this coordinate system, H is antiparallel to the di-
pole axis, V points radially outward and is parallel to the mag-
netic equator, and D completes a right-hand orthogonal system
(positive castward). A 19.75-s time offset was discovered in the
CCE data after Takahashi et al. [1987] published their paper,
and this offset was corrected in Figure 2.

Each magnetic component started to change irregularly at
1152:30 UT, following a quiet interval. The highly irregular
fluctuations continued for several minutes. The H component
increased in the course of the fluctuations, indicating that the
tail magnetic field changed from a stretched to a more dipolar
configuration. Energetic ion fluxes also increased in association
with this configurational change of the magnetic field (not
shown; see Figure 1 of Takahashi et al. [1987] and Plate 2 of
Lui et al. [1992]). A ground substorm activity was confirmed
by a Pi 2 onset observed at Kakioka at 1154 (1 min) UT
[Takahashi et al., 1987). The CCE event started several tens of
seconds earlier than the Pi 2 onset. This time delay may be at-
tributed to the Alfvén transit time. The most striking feature of
Figure 2 is that the H component repeatedly made negative
(southward) excursions. Also, the sign of the V component al-
tered frequently, indicating’ that the satellite was very close to
the neutral sheet; the magnetic latitude of the spacecraft posi-
tion was —2.4° at 1200 UT. From the timing and the magnelic
signatures, we infer that the AMPTE/CCE spacecraft was lo-
cated in the onset region and remained in the region for as
long as 3 min. Thus this event provides an ideal opportunity
for examining magnetic fluctuations associated with tail current
disruption.

Figure 3 expands the 5-min interval of 11521157 UT. The
properties of magnetic fluctuations are different before and af-
ter 1154 UT. Short-timescale fluctuations are obviously more
intense for the latter period. Referring to Figures 2 and 3, we
selected the following four intervals for the analysis; each in-
terval is marked by a horizontal bar in the panel of the H com-
ponent plots of Figures 2 and 3.

Interval 1  1150:00-1152:00 UT AT = 120 s (N =966 points)
Interval 2 1152:45-1154:15 UT AT = 90 s (N =725 points)
Interval 3 1154:30-1156:00 UT AT = 90 s (N =725 points)
Interval 4 1156:30-1158:30 UT AT = 120 s (N =967 points)

Interval 1 is before the onset. Intervals 2 and 3 are during the
early and late phases of highly irregular magnetic fluctuations,
respectively. Each magnetic component became relatively stable
after the sudden jump of the H component at about 1156:05
UT. Interval 4 is selected from such a period.

3.2. Comparison with FFT

We selected the H component of interval 2 for the compari-
son between the present analysis and the conventional FFT; the
reason for this selection is that the interval is just after the on-
set, and also that the H component is inferred to be most
closely related to changes in the tail current, as discussed later.
The top panel of Figure 4 plots L(r) versus 7 in the logarithmic
scale, whereas the bottom panel shows the power spectrum
P(f). Note that in the top panel, the timescale (1) is longer to-
ward the right of the horizontal axis. In the bottom panel the
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Figure 3. Expanded plot of the AMPTE/CCE magneto-
meter data from 1152 to 1157 UT.

horizontal axis represents the frequency, and therefore the
timescale is longer toward the left.

The plot of L(7) is very smooth (top panel). The dotted
lines in the top panel represent the results of the two-segment
fit (see section 2). The fit is successful. The slope of L(r) obvi-
ously changes at 7. = 4.0 s, indicating that the fluctuations
have a characteristic time. (We confirmed that the method
adopted by Theiler [1991] gives a very similar value of 7..)
The corresponding “period” T, (37.~57.; see section 2) is in-
ferred to be 12 s < T, < 20 s. (The characteristic timescale of
fluctuations will be discussed later in more detail.) The slope
of the fitted line, which corresponds to the fractal dimension, is
1.3 for 7 < 7, and 2.2 for r > 7.. Theoretically, the dimension
of one-dimensional sequential data should not exceed 2.0. Pre-
sumably, this discrepancy arises from difficulties in calculating
L(7) for longer time scales. Note that the duration of the inter-
val is 90 s, and each value of L,(r) is calculated on the basis
of a limited number of data points at r > 7,; the maximum
value of 7 is 16 s for the present case (section 2).

In contrast to the plot of L(7), many irregular fluctuations
are embedded into the power spectrum (Figure 4b). The verti-
cal segments in the panel mark 1/(37.) and 1/(57.), where 7, =
4 s, determined by the two-segment fit in the fractal analysis.
It is expected that the power spectrum has a kink in this range
of f. However, it is difficult to specify its location, although the
plot of P(f) probably has two slopes. This is because we have
a very limited number of spectral estimates in the low-fre-
quency range, as marked by open circles. In the higher-fre-
quency range, the spectrum is well approximated by f~24, cor-
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Figure 4. Comparison of the (top) fractal and (bottom)
Fourier analyses for the H component during interval 2,
from 1152:45 to 1154:15 UT. The dotted lines in the top
panel show the results of the two-segment fitting.

responding to the fractal dimension, 1.3, for r < 7, (a=
5 —2D; D is the fractal dimension). On the other hand, the
plot seems to be almost flat at f < 1/(57.), giving a close to
zero. The disagreement from the estimate of a based on a =5
- 2D, which gives « = 1 for D = 2, is ascribed to the limited
applicable range of this conversion formula [Higuchi, 1990; see
also section 2}.

3.3. Results of the Fractal Analysis

Figure 5 plots L(7) versus r in the logarithmic scale for the
three magnetic components (V, D, and H) and the total field
strength for the four intervals. Note that the vertical scale is
different from panel to panel. Figure 6 compares the r — L(r)
plots of the # component for the four intervals.

Before the onset (interval 1; Figure 5a), fluctuations are
suppressed, and the kink of the L(7) plot is not evident in any
component. The comparison between the intervals before the
onset (interval 1) and after (interval 2; Figure 5b) reveals that
L(r) of each component increased by a factor of several tens
(see also Figure 6). For interval 2, the H component fluctua-
tions have a characteristic timescale at r, = 4.0 s, correspond-
ing to 12 s < T, < 20 s, as mentioned previously. The proton
gyroperiod based on the average magnetic field strength during
(before) the interval, Tg (TG(preonsey), is 2.8 s (6.8 s). There-
fore the characteristic time scale of the H component fluctua-
tion is several (a few) times longer than Tg (TGipreonsery)- A
kink is also found in the plots of the V and D components. As

determined by the least squares fit, 7. is 3.0 s for the V compo-
nent and 2.1 s for the D component. The difference in .
among the components may reflect different kinds of electric
currents, that is, cross-tail currents and field-aligned currents,
which flow in different directions and have different spatial
structures, and therefore result in perturbations in different
magnetic components. The difference may result also from
spacecraft motion relative to the spatial structure of perturba-
tion currents, which affects different magnetic components dif-
ferently.

Interval 3 is distinguished from interval 2 by enhancement
in short timescale fluctuations (Figure 3). The comparison of
the A component between intervals 2 and 3 (Figure 6) indi-
cates that L(7) increased primarily in a short-timescale range,
and the two plots do not differ significantly in a long-period
range. This is true also for the other components. A three-seg-
ment curve rather than a two-segment curve represented L(¢) of
the H component well; ;%032 = 4.3 (section 2). The two char-
acteristic timescales determined are 7,g = 1.1 s and 7., = 7.2 s.
The corresponding periods, T.s and Ty, are 3.3 s < T < 5.5 s
and 21.6 s < T, < 36.0 s for 7.5 and 7.z, respectively. The
proton gyroperiod T for this interval is 2.7 s. Thus T,g is
close to Tg, whereas T, is longer than T by almost an order
of magnitude. The L(r) plots of the V and D components for
interval 3 are represented by two-segment curves, rather than
three-segment curves, and both components have 7, at 1.1 s,
which is the same as 7.5 of the H component. This fact sug-
gests that the short-period fluctuations are dominant in the V
and D components.

During interval 4, L(r) is smaller than during interval 3 by
an order of magnitude (Figures S and 6). This result is ex-
pected from the plots of the magnetometer data, which show
that each component is less irregular during interval 4. Obvi-
ously, the L(r) plot of the H component has a kink, which is at
7.=5.9 s (Figure 5d). Although L(r) of the H component is
larger than the other two components in the whole range of 7,
the difference is largest at 3 s < r < 10 s. This can be seen
also in Figure 2. Long timescale fluctuations (of the order of a
few tens of seconds) remain in the H component, whereas in
the other two components both long and short timescale fluc-
tuations are suppressed, The proton gyroperiod for this interval
is 1.9 s. Again, the characteristic period T,, which is 37, < Te<
5r., is significantly longer than the proton gyroperiod. How-
ever, for this interval, we need to be careful in comparing 7,
(or 7¢) with the gyroperiod. Note that the magnetic field is per-
sistently directed northward, and the H component is severai
times as large as the preonset level. Therefore it is likely that
the observed magnetic signatures are the effects of current dis-
ruption taking place away from the spacecraft.

3.4. Temporal Variations of L(r)

In closing this section, let us compare L(f) among the three
magnetic components. As shown in Figure 5, whereas before
the onset (interval 1) the fluctuation is largest in the V compo-
nent, followed by the H component, the order is reversed dur-
ing interval 2, except in a long-period range of 7, 9 s < 7 < 14
s (Figure 5b). The H component fluctuations are largest also
for intervals 3 and 4 (Figures Sc and 5d).

To examine the variations of the characteristics of fluctua-
tions in the course of the event, we calculated L(7) for a 1-min
period centered every 30 s. Figure 7 compares the sequences of
Lrmin) (7min: sampling interval, 0,124 s) of the three magnetic



(a) Interval 1
. toaaaaal N o eal
V—i.
D—, T
1 = "*\
1 X H
N,—‘ : \\'s
= 0.1 5 e
= E
g
0.01 E o -3
v é L] 5 T é léll é T 4! * é lél
1 10
T[s]
Interval 3
(c) G N
100 NN H :
ERRN 3
— 10 - RON .
N 3 ., -
Q 3 \'\-'"\ E
= : N r
C i '\:'\ |
— 1 \-:\::.\"-. E
0.1 = D—;::‘.s . =
3 Ny
é T 4I L) é léll T T & L) é T él I -
1 10
Tls)

OHTANI ET AL.: FRACTAL ANALYSIS OF TAIL CURRENT DISRUPTION

(b) Interval 2
. Lo sl L e |
100 o E
VD" :
10 4 .é'\‘\e.-. =
— 3 D 3
o b N, o
(7)) - “:;.\ -
= ] RO\ r
s ] 0 [
—l 1 3 \':\,‘-.,' 3
3 R E
] -
0.1 3 .‘-\. 2
T T T T T 111 l T r T T L] L L l ~ -
2 4 6 8 2 4 6 8
1 10
Ts]
(d) Interval 4
I S A A | s PSRN e |
1043 T 3
I, H 3
i """:':-t.::' L
N\:‘ 13 D‘——"*_’h:'\-:_:\ 3
= Sy, i
Mo,
013 %, 3
P,
] ¥
0.01 - N
T T
1 10
T[s]

Figure 5. L(7) versus 7 in the logarithmic scale for the three magnetic components (V, D, and
H) and the total field strength for the four intervals; (a) interval 1; 1150:00~1152:00 UT, (b) in-
terval 2: 1152:45-1154:15 UT, (c) interval 3; 1154:30-1156:00 UT, and (d) interval 4; 1156:30-

1158:30 UT.

components, denoted by different symbols. The insert expands
the period before the onset, which shows that L(rps) is largest
for the V component before the onset. On the other hand,
throughout the period of current disruption, L(rp;,) is largest
for the H component (the solid circles), followed by the V
component (the open circles), until 1155 UT. The difference
between the D (the open triangles) and V components is not
significant afterward. These facts are all consistent with Figure
S. Differences in L(r) among the components should be infor-
mative on a current system associated with the magnetic fluc-
tuations and will be discussed later.

4. Statistical Study

In the previous section we applied the fractal analysis to
substorm-associated magnetic fluctuations observed by the
AMPTE/CCE spacecraft in the August 28, 1986, event. Lui et
al. [1992] surveyed the AMPTE/CCE data during the period of

April 1985 to November 1986 and found 15 such events; the
August 28 event is one of them. Edch of the events was ob-
served within a few minutes from a ground substorm onset ob-
served in the same local time sector as the spacecraft. In this
section we examine these 15 events by focusing on the charac-
teristic timescale and amplitude of mdgnetic fluctuations.

Table 1 lists the 15 events; the Augusi 28 event is event 8.
The UTs indicate intervals for which we applied the fractal
analysis. These intervals were selected by visually examining
the plots of the magnetic field data so that the properties of the
fluctuations and the background maghetic field do not change
during each of the intervals. The duration of the intervals
ranges from 75 tb 180 s. A proton gyroperiod (Tg) is calcu-
lated on the basis of the average field strength during each of
the intervals.

Figure 8 shows L(tmin) (Tmin = 0.124 s) of the three mag-
netic components for before (Figure 8a) and after (Figure 8b)
onsets. The intervals before onsets were also selected by visu-
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Figure 6. Superposition of the plots of L(r) of the H com-

ponent for the four intervals.

ally examining the plots of the magnetic field data. Note that
the vertical scales are different between the two panels; the ra-
tio of L{7m;,) after to before onsets is typically a few tens. We
used the same preonset values for event 9 as for event 8 be-
cause this event started at 1200 UT on August 28, immediately
after event 8 (Figure 2). Before onsets the V-component fluc-
tuations are largest, except for event 15. This result might be
due to the vertical (Z direction) motion of the spacecraft rela-
tive to the current layer; the V component is most sensitive to
such a motion. On the other hand, after onsets (Figure 8b),
fluctuations are largest in the H component, as we found for
event 8 in section 3, except for events 3 and 10. In these
events, L(ry;,) is largest for the V component, although the dif-
ferences between the V and H components are not significant
and can barely be recognized in the figure. The average ratios
of the amplitude of the H component to those of the V and D
components are both 1.3.

Next, let us examine 7, (= 1/5~1/3T,) of magnetic fluctua-
tions. We focus on the H component. The reason for this is
twofold. First, as just shown, the fluctuations are largest in the
H component after onsets in almost all events. Second, in con-
trast to the H component, the other two components (V and D)
should be sensitive to the spacecraft distance from the neutral
sheet, and therefore magnetic fluctuations associated with the
substorm onset process in these components are not easily dis-
tinguished from fluctuations caused by the motion of the cur-
rent layer, which is inferred to be most active after onsets.

A characteristic timescale was found to exist for each of the
events, as shown in Table 1. Each value of 7, was determined
by the least squares method (section 2) and was also confirmed
by visually examining the L(r) versus 7 plot. (The values of
012/g5% range from 3.0 to 33.5, with an average of 12.9.) For
events 7 and 13, the three-segment fit was found to describe
the L(r) plot better than the two-segment fit; 05%/a32 > 4 (sec-
tion 2). The fractal dimension obtained for v < 7, Dg, takes al-
most the same value, ~1.3, in all events. For events 8 and 11,
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the fractal dimension for 7 > 7., D;, (also the fractal dimension
for 7 > 7, for event 13), exceeds two, which is theoretically
impossible and is presumably due to difficulties in calculating
L(7) for long timescales. The average value of Dy, is 1.8; we
assumed that Dy, is two for events 8 and 11. The fractal dimen-
sions of 1.3 and 1.8 correspond to power law indices of 2.4
and 1.4, respectively, for the power spectrum.

Figure 9 shows 7, of the H component fluctuations normal-
ized by proton gyroperiods. In Figure 9a a proton gyroperiod,
T, was calculated on the basis of the average magnetic field
strength during the interval of fluctuations. However, the ampli-
tude of the magnetic fluctuations is usually as large as the
background field strength, and therefore the average magnetic
field strength during the fluctuations may not be a good refer-
ence. For this reason, in Figure 9b, 7, is normalized by a pro-
ton gyroperiod (TG(preonser))s calculated on the basis of the
magnetic field strength before an onset. For event 9 we used
the same preonset field strength as for event 8. For events 7
and 13, both 7.5 (the open triangles) and 7z (the open circles)
are plotted. The horizontal dotted line in Figure 9a (Figure 9b)
represents 747G (7o/TGpreonsey) = 1/3. Note that almost all
points are above these lines; exceptions are event 1 in the top
panel and event 5 in Figure 9b. The average of 7J/Tg (7./
TG(preonseny) is 1.7 (1.1); here we excluded cases where L(7) has
two characteristic timescales. Thus the characteristic timescale,
T, (= 3~57.), is several times the proton gyroperiod, not de-
pending on the definition of the proton gyroperiod.

5. Discussion

In previous sections we examined magnetic fluctuations ob-
served in the near-Earth tail in association with a substorm on-
set. The results are summarized as follows: (1) The amplitude
of magnetic fluctuations is largest for the H component. (2)
The magnetic fluctuations do have a characteristic timescale,
which is several times the proton gyraperiod. In this section we
discuss each of these two major results.

5.1. Current System Associated with the Magnetic
Fluctuations

The first result indicates that electric currents associated
with the magnetic fluctuations tend to flow parallel to the cur-
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Figure 7. Comparison of L(r_ ) of the three magnetic
components in the course of the event. The insert expands
a preonset period.
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Table 1. List of Events With Spacecraft Position and Results of the Fractal Analysis

Number Year DOY Date Time, UT R R, MLT, Hours dZ, R, T,s T(H), s D, D, D,
1 1985 115 Apr. 25 0111:40-0112:20 8.6 1.4 -0.02 4.68 1.4 1.3 1.6
2 1985 133 May 13 2111:30-2114:00 7.5 239 -0.62 1.55 24 1.3 1.8
3 1985 152 Jun. 1 2121:30-2123:00 8.6 237 -0.19 2.98 72 1.2 1.8
4 1985 152 Jun. 1 2314:00-2315:30 8.8 0.3 0.22 3.59 14.5 1.3 1.8
5 1985 158 Jun. 7 2209:00-2210:30 8.2 0.6 -0.27 2.55 1.1 1.4 1.6
6 1985 163 Jun. 12 0950:30-0953:30 8.8 233 0.31 3.63 3.6 1.2 1.6
7 1986 234 Aug. 22 1601:30-1604:00 8.3 0.2 -0.40 3.12 (1.5, 14.5) 1.2 1.5 1.9
8 1986 240 Aug. 28 1152:45-1154:15 8.1 234 0.03 2.79 4.0 1.3 2.1
9 1986 240 Aug. 28 1200:00-1202:00 8.1 235 0.02 2.15 6.6 1.3 1.8

10 1986 242 Aug. 30 0948:20-0949:40 7.4 229 0.48 1.97 4.7 1.3 1.9
11 1986 242 Aug. 30 1223:45-1225:00 8.7 23.9 0.07 2.99 5.6 1.3 2.2
12 1986 243  Aug. 31 2006:20-2007:45 8.8 0.2 -0.36 3s2 24 1.2 1.6
13 1986 248 Sept. S 0916:30-0919:00 8.7 23.6 0.89 1.83 2.7, 11.2) 1.2 1.5 23
14 1986 292 Oct. 19 2211:45-2213:00 7.7 23.1 0.12 2.30 1.2 1.2 1.5
15 1986 320 Nov. 16 0447:00-0450:00 8.8 207 0.14 3.13 6.6 1.4 2.0

R, radial distance; dZ, distance from the neutral sheet.

rent sheet (equatorial plane). Note that if currents tend to flow
in the vertical (north-south) direction, the fluctuations should be
largest in the V or D component, instead of the H component.
However, it should be emphasized that the amplitude of the H
component fluctuation is larger than, but does not overwhelm,
the amplitudes of the fluctuations of the other components. Al-
though to some extent the V and D component fluctuations
may be explained in terms of the motion of the spacecraft rela-
tive to the structures of cross-tail currents and field-aligned cur-
rents, it is improbable to completely ascribe the V and D com-
ponent fluctuations to such spatial effects. This is so because in
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Figure 8. L(7_) (7_, = 0.124 s) of the three magnetic
components for (a) before and (b) after onsets of the 15
events listed in Table 1. The event number corresponds to
that of Table 1. The vertical scales are different between
the two panels.

most cases the peak-to-peak amplitudes of the V and D compo-
nent fluctuations are significantly larger than the levels after
the fluctuations (see Figure 2), indicating that rather large spa-
tial displacement is necessary for explaining the fluctuations, It
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Figure 9. Characteristic timescales 7_ of the H component
fluctuations for the 15 events listed in Table 1. The
solid circles indicate the results of the two-segment fit, and
the open circles and open triangles indicate those of the
three-segment fit for cases g,/¢,® > 4. In the top panel, 7,
is normalized by a proton gyroperiod- calculated on the
basis of the average magnetic field strength during the
same interval of the fluctuations, whereas in the bottom
panel, 7_ is normalized by a proton gyroperiod calculated
on the basis of the preonset magnetic field strength. The
horizontal dashed line in the top (bottom) panel represents
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is unlikely that such a dynamic motion of the current layer has
a characteristic timescale as short as several times the ion
gyroperiod (result 2),

Therefore, so far as perturbation electric currents are con-
cerned, the magnetic fluctuations may be envisioned as being
caused by filamentary currents that flow in various directions,
but preferentially parallel to the neutral sheet. However, the
present result does not put any constraint on the average direc-
tion of such filamentary currents, For example, a positive varia-
tion of the H component can be caused by a line current flow-
ing in the dusk-to-dawn direction on the tailward side of the
satellite, but also by a line current flowing in the opposite di-
rection on the earthward side of the satellite. In fact, there are
infinite possibilities about the direction of a current that causes
a positive H variation at the satellite position. Note that even if
we use the three components, this ambiguity cannot be elimi-
nated.

On the other hand, it seems very reasonable to infer that the
observed magnetic fluctuations are caused by local changes in
electric currents, not by changes occurring far away from the
satellite. Considering that at geosynchronous altitude a
substorm onset is characterized by an increase in the H compo-
nent (note that all events we examined took place outside the
geosynchronous orbit), we infer that such filamentary currents
are actually related to changes in the cross-tail current intensity.
Away from the disruption region the effects of such filamen-
tary currents are almost averaged out, and resultant magnetic
signatures, which are often called dipolarization, are well de-
scribed in terms of the decrease in the tail current intensity.

One may think that the magnetic fluctuations observed in
association with substorm onsets are ion cyclotron waves ex-
cited locally due to injected particles, which probably have a
perpendicular temperature higher than a parallel temperature.
However, this possibility can be excluded by result 1. The lin-
ear kinetic theory indicates that the ion cyclotron instability has
maximum growth at parallel propagation, for which an excited
wave is not compressible (Gary, 1992]). On the other hand, in
the events that we examined, the spacecraft was located very
close to the neutral sheet, where the H component is the major
component of the background magnetic field. Therefore the
largest magnitude of the H component fluctuations is not con-
sistent with the idea that the fluctuations are excited by the ion
cyclotron instability. It should also be useful to comment on
the anisotropy of ion fluxes observed in the August 28 event
(Plate 2 of Lui er al. [1992]). For interval 2, the interval just
after the onset, the distribution of energetic ions was rather iso-
tropic, which is not favorable for the ion cyclotron instability.
On the other hand, the pancake distribution of ions observed
during interval 3 might be responsible for the enhancement in
the intensity of shorter timescale fluctuations.

5.2. Substorm Trigger Models

The second result should be important in understanding the
mechanism of tail current disruption. The existence of a charac-
teristic timescale in the magnetic fluctuations strongly suggests
that tail current disruption is driven by a certain instability,
which grows fastest around that characteristic timescale. Since
the characteristic timescale is several times the proton
gyroperiod, it is inferred that the dynamics of ions are impor-
tant in the instability. In the following paragraphs, on the basis
of the present results, we will make a brief comment on sev-
eral models that are suggested to be responsible for the

substorm process in the near-Earth tail (see Lui [1991] and
Fairfield [1992] for recent reviews of substorm trigger models).

The tearing mode instability has been an attractive candidate
for a trigger mechanism. Schindler [1974] proposed that ions
are unmagnetized near the neutral sheet before a substorm on-
set because the field line curvature becomes comparable to
their Larmor radius, and such ions destabilize the (ion) tearing
mode. The importance of the behavior of ions, which this
model proposes, is consistent with the present results. However,
the instability strongly depends on the behavior of electrons,
such as pitch angle scattering by waves [Pellat et al., 1991;
Kuznetsova and Zelenyi, 1991] and nonadiabatic stochastic dif-
fusion [e.g., Biichner and Zelenyi, 1989). The question of the
ion tearing mode instability remains very controversial.

Lui et al [1991] applied a cross-field current instability to
the inner edge of the cross-tail current just prior to the onset of
tail current disruption by adopting plasma parameters observed
during that time by the CCE spacecraft. For the ion drift speed
equal to half the ion thermal speed, they found that the current
sheet is unstable to a broad spectrum of oblique whistler waves
in the frequency range of 0.02f, to 0.4f, (f, is the proton gy-
rofrequency), implying characteristic timescales of 2 to 50
times the proton gyroperiod. The real frequency of unstable
modes increases, and therefore the characteristic timescale de-
creases, with a higher relative drift speed between ions and
electrons. The growth rates of the unstable waves in this fre-
quency range are within a factor of 2 of each other (see their
Figure 6). Therefore the characteristic timescales obtained from
this study are in good agreement with the predicted unstable
wave frequencies from the cross-field current instability.

The ballooning instability is also a considerable. but a con-
troversial, possibility as a substorm trigger mechanism [Roux et
al., 1991; Lee and Wolf, 1992; Ohtani and Tamao, 1993]. This
instability has been traditionally regarded as an MHD instabil-
ity, and the microscale behavior of ions has not been taken into
account except in a very few papers such as the one by Chen
and Hasegawa [1991], which examined this instability in the
context of magnetic pulsations. Considering that the characteris-
tic timescale is several times the proton gyroperiod, we suggest
that future applications of this instability to a substorm trigger
mechanism also need to include kinetic effects.

The thermal catastrophe model [Smith et al., 1986; Goeriz
and Smith, 1989] proposes that the Alfvén resonance in the
plasma sheet boundary layer provides a source of energy for
triggering substorms. There is a difficulty in interpreting the
fluctuations examined in this study in terms of the (kinetic)
Alfvén wave associated with this model. That is, the satellite
remained close to the neutral sheet during the events, whereas
the model predicts that the wave decays equatorward of the
resonant layer.

Kan et al. [1988] have proposed that a substorm is triggered
directly by the ionospheric response to an enhanced magneto-
spheric convection during the growth phase. The characteristic
timescale associated with the magnetosphere-ionosphere (M-I)
coupling is inferred to be an Alfvén bounce period, which is of
the same order as that of Pi 2 pulsations, 40 to 150 s. Thus the
characteristic timescale of the magnetic fluctuations observed
by AMPTE/CCE is significantly shorter than the time scale of
the M-I coupling. Although this fact does not exclude a possi-
bility that the M-I coupling controls conditions for triggering
current disruption, the trigger instability of tail current disrup-
tion should be a local process, rather than a global one such as
M-I coupling.
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5.3. Remaining Problems

At least two questions remain before the mechanism of cur-
rent disruption can be identified. The first question is whether
the behavior of ions is adiabatic or nonadiabatic, in other
words, whether ions move freely across the magnetic field. Al-
though the characteristic timescale is longer than the proton
gyroperiod, this does not necessarily mean that ions behave
adiabatically. The reason for this is twofold. First, fluctuations
also exist in a range of timescales much shorter than this char-
acteristic timescale (see Figure 4). Second, the magnetic con-
figuration is also an important factor in determining the mo-
tions of particles [e.g., Biichner and Zelenyi, 1989]; the motion
of ions becomes nonadiabatic when the thickness of the tail
current sheet becomes comparable to the Larmor radius.

The second question is how important heavy ions are in the
instability. The important role of O* ions in triggering
substorms has been proposed on the basis of both theories [e.g,
Baker et al., 1985] and observations [e.g., Daglis et al., 1994].
The gyroperiod of O* jons is longer than the proton
gyroperiod, and is close to or longer than the characteristic
timescale of the magnetic fluctuations. Such heavy ions may
behave differently from protons and may make a major contri-
bution to tail current disruption, although the O* contribution
to the energy density is rather low (see Table 3 of Lui et al
[1992] or Figure 11 of Daglis et al. [1994]).

6. Summary

In this study we have quantitatively examined the magnetic
fluctuations observed by AMPTE/CCE in the near-Earth tail.
We applied the new analytical method, fractal analysis, to 15
events previously reported [Takahashi et al., 1987; Lui et al.,
1992], with an emphasis on the August 28, 1986, event. We
found that after the substorm onset, the H component (north-
south) fluctuations are 30% larger than the fluctuations of the
other (V and D) components. This fact indicates that electric
currents associated with the magnetic fluctuations flow in vari-
ous directions, but preferentially parallel to the equatorial plane.
Considering that the tail field typically changes to a more dipo-
lar configuration at a substorm onset at geosynchronous alti-
tude, earthward of the AMPTE/CCE events, we infer that these
fluctuations are actually related to tail current disruption. We
also found that the magnetic fluctuations have a characteristic
timescale, which is several times the proton gyroperiod, imply-
ing that jons play an important role in disrupting a tail current.
The range of the characteristic timescale is in good agreement
with that of the unstable modes of the cross-field current insta-
bility. Although further work is necessary to uniquely deter-
mine the trigger mechanism of tail current disruption, we be-
lieve that the results of the present study place an important
constraint on future studies of modeling substorm initiation.
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