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1 Overview of the models

We provide FORTRAN programs for the maximum Palm likelihood estima-
tion of parameters of the Neyman-Scott type spatial cluster model (Tanaka
et al. [7]). Neyman-Scott models are frequently used to apply them to spatial
cluster point patterns. The centers of clusters of point pattern, called parent
points, form a stationary Poisson point field with intensity pu. Then, the
Neyman-Scott model is defined as the set of all offspring points described as
follows (e.g., Stoyan and Stoyan [5], [6]):

1. Each parent point produces a random number M of offspring points
which are realized independently and identically according to the prob-
abilities p,, = P{M =m} m=0,1,....

2. Locations of offspring points are distributed independently and identi-
cally according to a density function ¢, (x,y), where (x, y) is coordinates
of offspring points relative to their parent point, and the parameter 7
indicates a set of coefficients of the density function.

Hereafter, we consider parameters 0 = (u, v, 7), where v = E[M] = > mp,,
as the parameters that characterize the various models of the Neyman-Scott
type. In particular, throughout this article, we assume that M has the
Poisson distribution with mean v.

Furthermore, we consider multi-type cluster models, which are formed
as follows (Tanaka et al. [7]): the models allow two types of clusters with
the different cluster sizes and distance scales. The intensities of centres are



p1 and e, respectively. The corresponding offspring cluster size distributes
according to Poisson random variable with means v, and v5, respectively.

In order to estimate the parameters and select the competing models,
we have prepared some programs written in FORTRAN77. We also plotted
figures which are delineated in PDF format.

While such point patterns can be considered in spaces of arbitrary dimen-
sion, we here restrict ourself to planar point patterns in observed rectangular
region W = [0, T,] x [0, T,], assuming the periodic boundary condition. Fur-
thermore, we restrict ourself to the standardized case where T, = 1 and
T, > 1 without loss of generality except for the scaling. All the models of
point patterns are assumed to be stationary and isotropic. Therefore the
density function ¢,(x,y) is denoted by polar coordinate ¢,(r) of distance r
from its parent point.

For the simulations, we use the pseudo-random number generation routine
referred to Wichmann and Hill [8].

2 Simulation of the models

In order to simulate spatial clustered point pattern of the Neyman-Scott
models and their extensions, this package includes the FORTRAN programs
[Thomas-Simulate.f], [IP-Simulate.f], [TypeA-Simulate.f], [TypeB-
Simulate.f] and [TypeC-Simulate.f]. We consider the periodic boundary
condition (i.e., a two-dimensional torus) for each of simulations of models on
a rectangular with normalized scale as described below.

2.1 Thomas model

The Thomas model has the density function that is given by the bivariate
Gaussian distribution with zero mean and the covariance matrix oI where
I is 2 x 2 identity matrix as follows (e.g., Tanaka et al. [7]). Due to isotropy
this is described in polar coordinate as a function

2
qU(T):LeXp( 4 ), r >0,

o2 202

of distance r from the corresponding parent’s location.



2.1.1 Simulation method

The simulation of this model is produced as follows: let random variable U
be independently and uniformly distributed in [0, 1]. We put

U= /OTqa(t) dt

r2
=1—exp <_Tl2) .

r=oy/—2log(l —U).

Then we have

Let («¥,y?), i = 1,2,...,I be a coordinate of each parent point where
the integer [ is generated from the Poisson random variable Poisson(u)
with mean g from now on. Then, for each ¢, the number of offspring J; is
generated by the random variable Poisson(v) with mean v. Then, using
series of different uniform random numbers {U} for different ¢ and j, the
offspring coordinates (xé, y]i-), j=1,2,...,J;is given by

al = a¥ + rcos(2nU),

Y =y + rsin(2nU),

owing to the isotropy condition of the distribution.

We adopt the following procedure of generation of the Poisson random
number M = Poisson(v) (e.g., Devroye [2]): Given a positive number v and
let a sequence of a random variable {Ux} be independently and uniformly
distributed in [0, 1], M is the smallest integer such that

M+1

Z —log Uy, > v, (2.1)

k=1

where log represents natural logarithm.

2.1.2 Inputs and outputs of the program [Thomas-Simulation]

In order to execute the FORTRAN program [Thomas-Simulate.f] for this
simulation, we have to prepare the following control file that specifies the



necessary parameter values and others, as input variables. Then we have
output files as specified below.

INPUTS:
The control file [Thomas.param] includes following variables in the four
lines.

e 1st line. The first three positive integer variables ix, iy and iz in this
file are initial seeds for a sequence of uniform random numbers. We
can get different independent point patterns by changing these seeds.

e 2nd line. The variable T, (> 1) is provided here for the standardized
coordinates of points in the rectangular region [0,1] x [0,7,] without
loss of generality except for the scaling.

e 3rd line. The parameter values u, v and o are provided in the order
from the left to the right.

e 4th line is ignored in this case.

OUTPUTS:

e (Calculated records of the simulation program are printed on line. For
convenience of users to check, we left the print in the file [Thomas-
parents-offspring.print|, which shows numbers of offspring for each
parent.

e The files named by [Thomas-parents.xy| and [Thomas-offspring.xy]
provide the coordinates of simulated parent points and their offspring
points, respectively, in the rectangular region [0, 1] x [0, T,].

Here we simulate parent points with p = 50.0 (cf., Figure 1) and of the
Thomas offspring with (u, v, o) = (50.0,30.0,0.03) (cf., Figure 2).

2.2 Inverse-power type model

The Inverse-power type density function of the distance is given as follows
(Tanaka et al. [7]):

¢ p—1)
Qp,c(T)ZW r>0, p>1, c¢>0,

)



Figure 1: Simulated parent points of the Thomas model with = 50.0.

Figure 2: Simulated offspring points of the Thomas model with (u, v, o)

(50.0, 30.0,0.03).
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where the parameters p and c represent a decay order and scaling factor with
respect to the distance, respectively.

2.2.1 Simulation method

The simulation of the inverse-power type model is carried out as follows:
Let random variable U be independently and uniformly distributed in [0, 1].
For any r > 0,

Quelr) = / () dt
(r+c)t 7 —clp

L—p
=1—cr+co)tr

= (p—1)

Here, we put Q,.(r) = U. From this, we have
r= c{(l — U)l/(l_p) — 1} )

Similarly, coordinate of the offspring points (%, y%), j = 1,2,..., Poisson(v)
with the inverse-power type is given for each i = 1,2,..., Poisson(u),
i _ D
x; = x; + reos(2nU),

Y =yl +rsin(2nU),

using series of different uniform random numbers {U} for different ¢ and j.

2.2.2 Inputs and outputs of the program [IP-Simulation]

In order to execute the program [IP-Simulate.f] for this simulation, we have
to prepare the following control file that specifies the necessary parameter
values and others, as inputs. Then we have outputs of files as specified below.

INPUTS:
The control file [IP.param] includes following variables in the five lines.

e 1st line. The first three positive integer variables ix, iy and iz in this
file are initial seeds for a sequence of uniform random numbers. We
can get different independent point patterns by changing these seeds.



e 2nd line. The variable T, (> 1) is provided here for the standardized
coordinates of points in the rectangular region [0,1] x [0,7,] without
loss of generality except for the scaling.

e 3rd line. The parameter values pu, v, p and c are provided in the order
from the left to the right.

e 4th line is ignored in this case.

e 5th line is ignored in this case.

OUTPUTS:

e Calculated records of the simulation program are printed on line. For
convenience of users to check, we left the print in the file [IP-parents-
offspring.print], which shows numbers of offspring for each parent.

e The files named by [IP-parents.xy]| and [IP-offspring.xy] provide
the coordinates of simulated parent points and their offspring points,
respectively, in the rectangular region [0, 1] x [0, T,].

Here we simulate parent points with g = 50.0 (cf., Figure 3) and of
the inverse-power type offspring with (i, v, p, ¢) = (50.0, 30.0, 1.5,0.005) (cf.,
Figure 4).

2.3 Generalized Thomas model of type A

The generalized Thomas model of type A, or the Type A model for short,
is given by the mixed Gaussian density function with oy and oy as follows
(Tanaka el al. [7]):

(r) = I exp (- r +(1_a)rex — r = (a )
qr - 0_12 p 20_12 0_22 p 20_22 y T = y01,02),

where the parameter a indicates the mixture ratio of the density function.
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Figure 3: Simulated parent points of the inverse-power type with pu = 50.0.
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Figure 4: Simulated offspring points of the inverse-power type with
(u, v, p,c) = (50.0,30.0,1.5,0.005).



2.3.1 Simulation method

Parents’ configuration and numbers of the offspring cluster sizes are generated
by the same way as the Thomas model (cf., (2.1)).

Let random variable Uy, k = 1,2 be independently and uniformly dis-
tributed in [0, 1]. Then r satisfies as follows:

. o1/ —2log(1 —Uy), Uy <a,
B 091/ —2log(1 — U;), otherwise.

Then, by the isotropy condition, for i = 1,2,..., Poisson(u), coordinate
of the offspring points (xz,y;), j = 1,2,..., Poisson(v) is given for each
i=1,..., Poisson(u),

:L‘; = af + rcos(27U),

y, =y + rsin(2nU),

using series of different uniform random numbers {U;, U, U} for different 4
and j.

2.3.2 Inputs and outputs of the program [TypeA-Simulation]

In order to execute the program [TypeA-Simulate.f] for this simulation,
we have to prepare the following control file that specifies the necessary
parameter values and others, as inputs. Then we have outputs of files as
specified below.

INPUTS:
The control file [TypeA.param] includes following variables in the five
lines.

e 1st line. The first three positive integer variables ix, iy and iz in this
file are initial seeds for a sequence of uniform random numbers. We
can get different independent point patterns by changing these seeds.

e 2nd line. The variable 7, (> 1) is provided here for the standardized
coordinates of points in the rectangular region [0,1] x [0, T,] without
loss of generality except for the scaling.

10



e 3rd line. The parameter values u, v, a, 0, and oy are provided in the
order from the left to the right.

e 4th line is ignored in this case.

e 5th line is ignored in this case.

OUTPUTS:

e Calculated records of the simulation program are printed on line. For
convenience of users to check, we left the print in the file [TypeA-
parents-offspring.print|, which shows numbers of offspring for each
parent.

e The files named by [TypeA-parents.xy] and [TypeA-offspring.xy]
provide the coordinates of simulated parent points and their offspring
points, respectively, in the rectangular region [0, 1] x [0, T,].

Here we simulate parent points with g = 50.0 (cf., Figure 5) and of
the mixed Thomas offspring with (u, v, a, 01, 02) = (50.0, 30.0,0.3,0.005,0.1)
(cf., Figure 6).

2.4 Generalized Thomas model of type B

Furthermore, we provide the extension of the Neyman-Scott model allowing
two types of clusters with the different cluster sizes and the distance scales.

In particular, here, we assume two types of clusters with the different
sizes and distributions of the Thomas type. The intensities of the respective
parents (centres) are p; and po, respectively. The respective clusters have
the Poisson means of the offspring points 14 and v5. The density functions
of the offspring relative to respective parent are given by

T 7"2 r 7"2
0o, (1) = 53 OXP (— 2012) NG ~ 3 OXP (—2022) , (2.2)

1 2

where o7 and o, indicate their scales. If the mean sizes of the two types
of clusters are the same, then it is hereafter referred to as the generalized
Thomas model of type B, or the Type B model for short (Tanaka et al. [7]).

11



Parent points

1.0

0.8

0.6
1

0.2
1

0.0

0.0 0.2 0.4 0.6 0.8 1.0

Figure 5: Simulated parent points of the Type A model with = 50.0.

Type A model

1.0

0.8

0.6
1

0.2
1

0.0

Figure 6: Simulated offspring points of the Type A model with
(1, v,a,01,09) = (50.0,30.0,0.3,0.005,0.1).
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2.4.1 Simulation method

Consider the two types of the Thomas model with parameters (i1, v, o1) and
(o, v, 09). Parents’ configuration and numbers of the offspring cluster sizes
are generated by the two types of uniformly distributed parents (2%, z¥) with
i=1,2,..., Poisson(uy) for k = 1,2, respectively.

Then, using series of different uniform random numbers {U} for different
7 and 7, the offspring coordinates (:vé”, yj”) of the parents (k, i) with k = 1,2
and j =1,2,..., Poisson(v) is given by

xé” = 2 1) cos(270),
y;“ = yF + rpsin(2n0),

where

Tr = Uk\/_2log(1 - Uk)7 k= 1727

with different random numbers {Uy, U} for different £, i and j.

2.4.2 Inputs and outputs of the program [TypeB-Simulation]

In order to execute the program [TypeB-Simulate.f] for this simulation,
we have to prepare the following control file that specifies the necessary
parameter values and others, as inputs. Then we have outputs of files as
specified below.

INPUTS:
The control file [TypeB.param] includes following variables in the four
lines.

e 1st line. The first three positive integer variables ix, iy and iz in this
file are initial seeds for a sequence of uniform random numbers. We
can get different independent point patterns by changing these seeds.

e 2nd line. The variable T, (> 1) is provided here for the standardized
coordinates of points in the rectangular region [0,1] x [0, T,] without
loss of generality except for the scaling.

e 3rd line. The parameter values 1, po, v, 01 and oy are provided in
the order from the left to the right.

13



e 4th line is ignored in this case.

OUTPUTS:

e (Calculated records of the simulation program are printed on line. For
convenience of users to check, we left the print in the file [TypeB-
parents-offspring.print], which shows numbers of offspring for each
parent.

e The files named by [TypeB-parents.xy] and [TypeB-offspring.xy]
provide the coordinates of simulated parent points and their offspring
points, respectively, in the rectangular region [0, 1] x [0, 7,].

Here we simulate parent points with p; = 10.0 and pe = 40.0 (cf., Figure
7) and of the two types of the Thomas offspring with (w1, pe, v, o1, 09) =
(10.0,40.0, 30.0,0.01,0,03) (cf., Figure 8).

It is possible to change this simulation program for the general case where
there is no restrictions among the parameters uy, o, vy, Vo, 01 and oo, but
the estimation by means of the Palm log-likelihood does not identify the
parameters (cf., Tanaka et al. [7]).

2.5 Generalized Thomas model of type C

If 11 # vy and each density function ¢,,, ¢ = 1,2 have the same forms (2.2),
then, in particular, for oy and o9 we may constrain v; and vy to be

02
V=11 \— ),
01

and it is hereafter referred to as the generalized Thomas model of type C or
the Type C model, for short (Tanaka et al. [7]).

2.5.1 Simulation method

The simulation method of the Type C model is similar to that of the Type
B model because the Type C model consists of two types of the Thomas
model with the different cluster sizes and the distance scales. Consider the
two types of the Thomas model with parameters (pq, v, 01) and (ug, V2, 03).

14
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Figure 7: Simulated two types of parent points of the Type B model with
w1 = 10.0 and py = 40.0.
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Figure 8: Simulated two types of offspring points of the Type B model with
(1, p2, v, 01, 09) = (10.0,40.0, 30.0,0.01, 0.03).
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Parents’ configuration and numbers of the offspring cluster sizes are gen-
erated by the two types of uniformly distributed parents (z%,z¥) with i =
1,2,..., Poisson(uy) for k = 1,2, respectively.

Then, using series of different uniform random numbers {U} for different
1 and 7, the offspring coordinates (x;“,y;“), j=1,2 ..., Poisson(v) of the
parents (k, i) with £ = 1,2 is given by

xé‘“ = af 4+ ry, cos(27U),
y;” = yF + 1 sin(27U),

where

Tk = Uk\/_2log(1 - Uk)v k= ]-727

with different random numbers {Uy, U} for different k, i and j.

2.5.2 Inputs and outputs of the program [TypeC-Simulation]

In order to execute the program [TypeC-Simulate.f] for this simulation,
we have to prepare the following control file that specifies the necessary
parameter values and others, as inputs. Then we have outputs of files as
specified below.

INPUTS:
The control file [TypeC.param] includes following variables in the four
lines.

e 1st line. The first three positive integer variables ix, iy and iz in this
file are initial seeds for a sequence of uniform random numbers. We
can get different independent point patterns by changing these seeds.

e 2nd line. The variable T, (> 1) is provided here for the standardized
coordinates of points in the rectangular region [0,1] x [0, T,] without
loss of generality except for the scaling.

e 3rd line. The parameter values i, po, 11, Vo, 01 and o9 are provided
in the order from the left to the right.

e 4th line is ignored in this case.

16



OUTPUTS:

e Calculated records of the simulation program are printed on line. For
convenience of users to check, we left the print in the file [TypeC-
parents-offspring.print|, which shows numbers of offspring for each
parent.

e The files named by [TypeC-parents.xy] and [TypeC-offspring.xy]
provide the coordinates of simulated parent points and their offspring
points, respectively, in the rectangular region [0, 1] x [0, 7,].

Here we simulate parent points with p; = 5.0 and ps = 9.0 (cf., Figure 9)
and then respective offsprings with (p1, o, 11, e, 01, 02) = (5.0, 9.0, 30.0, 150.0,
0.01,0.05) (cf., Figure 10).

It is possible to change this simulation program for the general case where
there is no restrictions among the parameters pi, po, 11, 15, 01 and oy, but
the estimation by means of the Palm log-likelihood does not identify the
parameters (Tanaka et al. [7]).

3 Parameter estimation

3.1 Overview of the estimation procedure

It is very desirable to estimate model parameters as acculate as possible.
However, it is difficult to obtain maximum likelihood estimates due to the
structure and property of Neyman-Scott cluster models (e.g., Tanaka et
al. [7]). In order to obtain the better estimates than the contract estimates
using the difference between K-functions of the model and of the empirical,
we shall consider a likelihood function based on the Palm intensity function
(e.g., Tanaka et al. [7]) below.

Here the parameter estimation due to the Palm likelihood function in (3.6)
and (3.7) is provided for various models. For the maximization procedure
(equivalent to minimization without loss of generality), we adopt the Simplex
estimation method (e.g., Kowalik and Osborne [3]) to maximize the Palm
likelihood function (or minimize the negative Palm likelihood function).

The simplex means a usual geometric figure, to simplify, which is a set
of n + 1 points in the n-dimensional Euclidean space. The principal idea of
this method is that we can easily form a new simplex from the current one

17



Parent points

1.0

0.8

0.0

0.0 0.2 0.4 0.6 0.8 1.0

Figure 9: Simulated two types of parent points of the Type C model with
p1 = 5.0 and ps = 9.0.
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Figure 10: Simulated two types of offspring points of the Type C model with
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by reflecting one point in the hyperplane spanned by the remaining points.
If we choose for this purpose the vertex of the simplex at which the function
is greatest, we can expect that at the reflected vertex the function value will
be lower. If this is the case then we can continue the process and move our
simplex closer to the minimum.

In order to calculate the function, we need to give the derived formula
of the Palm intensity function A, due to the Ripley’s K-function (Tanaka et
al. [7]) as follows:

A dK(n)
C27r dr

Ao(T) 7 >0, (3.1)

where \ = uv.
For any Neyman-Scott cluster models, the K-function satisfies

MK (1) = Amr? + @Ff(r), r >0, (3.2)

where mg = E[M (M —1)] and F.(r) are the second-order factorial moment
and the distribution function of distance between the offspring points in
the same cluster, respectively (cf., Stoyan and Stoyan [5], [6]). If M =
Poisson(v), then mp) = 2.

The distribution F(r) of the distance between the offspring points of the
same cluster is given by

/2 r+7r1 1 ’1“12 4 7"22 o ’1“2
_ 2 . d i d
([ o (B )
0 r14r 1 2 2 .2
+ / (/ — arccos (w) qT(TQ) d?“g) qT(Tl) drl
r/2 1 ™ 27“17”2

+ /Or/2 (/ﬁr—” q-(r2) dr2) q-(r1) dm], (3:3)

for any r > 0 and the parameter 7 (e.g., Tanaka et al. [7]).

F.(r) = 2

3.1.1 Palm intensity functions

Although analytical form of the Palm intensity function is not available for
the inverse-power type model and the Type A model due to the complexity
of the f,(r) that is the derivative of the F,.(r), it is available for the Thomas
model, Type B model and Type C model. According to the Tanaka et al. [7],
the Palm intensity functions of the following models are calculated as follows:

19



Example 3.1 (Thomas model). (e.g., Daley and Vere-Jones [1]) For any
r >0,

v r?
Ao(T) = —— .
(r) = puv + 1oz OXP ( 402)
Example 3.2 (Type B model). For any r > 0,

v [ a r? (1—a) r?
M) = A+ L L exp (- - 4
o(1) + = {012 exp ( 4012) + o exp ( 4022) } 5 (3.4)

where A = v(uy + po) is the total population size and a = py/(p1 + po) is the
ratio of the parent points of the smaller sized cluster to the total ones.

Example 3.3 (Type C model). For any r > 0,

1 [an r? (1—a) r?
Ao(17) = A+ —1< — - - , (3.5
(r) + 4 {012 oxp ( 4012> + 092 CXP 4092 (3.5)

where A\ = pyv1 + pavs is the total population size and a = pyv4 /) is the ratio
of the all offspring points of smaller sized cluster to the total population size.

3.1.2 Palm log-likelihood functions

Procedures of parameter estimation due to the Palm intensity functions de-
pend on models.

Thus, the Palm log-likelihood function with the analytical Palm intenstiy
function is given as follows (e.g., Tanaka et al. [7]):

R
log L(p,v,7) = Y log(N(W)Ao(ri;)) — N(W) / 21\ (r)r dr,
{i,jsi#jri; <R} 0

(3.6)

where N (W) is the number of points in W, and the sum is taken for any
pair of points z; and z;, ¢ # j such that the distance r;; between x; and z; is
smaller than R, where R is sufficiently greater than the minimum value of r
such that \,(r) is equal to the intensity A = puv but assume R < 1/2 under
the periodic boundary condition.

Here we note that R is shown from a non-parametric Palm intensity
function as below according to the Tanaka et al. [7], where R is taken as 1/2
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at the largest. Also, we note that the constant log N(WW) of the first term
can be neglected in maximization of (3.6).

The followings analytic form of the log Palm-likelihood are provided for
the Thomas, Type B and Type C models (cf., Tanaka et al. [7]).

Example 3.4 (Thomas model). The Palm log-likelihood function of the

Thomas model is analytically calculated because the Thomas model has the

analytical form of the Palm intensity function. By (3.1), (3.2) and (3.6) or
log L(p,v,0) = Z 1ogu{u+

(3.7), we have
1 Tz‘jQ
exp | —
(it <R) 4o P 402
05515,

— N(W)v {MRZ +1—exp (— s ) } )

402

with R = 1/2 which means the half of the ¢, (TX) in side length of the
normalized rectangular.

Example 3.5 (Type B model). The Palm log-likelihood function of the

Type B model is analytically calculated because the Type B model has the

analytical form of the Palm intensity function. By (3.4) and (3.6), we have
Y .

PUTEED B LR D _ i~
L + 47 {012 eXP ( 4012> + 092 eXP ( 4022) }]
{i,35i#7,rij<R}

7TR2)\+oz{1 — exp (—4]:22) } —|—ﬁ{1 — exp (—4]:22)}],
1 2

with R = 1/2, where a = av and = (1 — a)v.

lOgL<)\’ «, Ba 01, 02)

~ N(W)

Example 3.6 (Type C model). The Palm log-likelihood function of the
Type C model is analytically calculated because the Type C model has the
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analytical form of the Palm intensity function. By (3.5) and (3.6), we have
lOg L<)\7 «, Ba 01, 02)
Y .

1 [ « T 6} T

P Tt LB _Ti”

= _'_471'{012 eXP( 4012) +022 exp( 4052
{i.gsidrig <R}

TR\ + o {1 — exp (—4?22) } +5{1 — exp (_4{522)}],
1 2

with R = 1/2, where a = ary and = (1 — a)vs.

- N(W)

On the other hand, general model including the inverse-power type and
Type A model such that Palm intensity function can not be calculated analyt-
ically due to the complexity of the differential of F;(r) require the numerical
calculation of the Palm likelihood function. For such models, we need to
take the alternative form without explicit representation of the Palm inten-
sity function (Tanaka et al. [7]) as follows: By (3.1), the representation of
the function using the K-function is written by

logL(pv,r) = Y, log{NW)Ao(ri))} = NOW)uwK(R),  (3.7)

{i,351#4,rij <R}

where we calculate (3.1), (3.2) and (3.3) numerically.

To summarize, the programs [Simplex-Thomas.f], [Simplex-TypeB.f]
and [Simplex-TypeC.f] of the Thomas related models use analytical forms
of the functions, while the programs [Simplex-IP.f] and [Simplex-TypeA.f]
of other type models have to use numerical integration and difference to
compute the functions (see below), which need very long c.p.u. time in the
minimization procedure.

3.2 Inputs and outputs of the program [Simplex-Thomas]

In order to execute the program [Simplex-Thomas.f] for a dataset, we have
to prepare the following control file that specifies the necessary parameter
values, name of data and other variables, as inputs. Then we have outputs
of files as specified below.

INPUTS:
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The following variables are given in the four lines of the control file
[Thomas.param] that is also used for the simulation program of the Thomas
model.

e 1st line. All the variables in this line are ignored in the present case.

e 2nd line. The variable T, (> 1) is provided here for the standardized
coordinates of points in the rectangular region [0,1] x [0,7,] without
loss of generality except for the scaling. The coordinates of points in
the rectangular region are standardized. Note here that the coordinates
of given data are considered the periodic boundary condition.

e 3rd line. The initial guesses of the parameters u, v and o are provided
in order to get the MPLE values.

e 4th line describes the name of dataset that are standardized by the
rectangular length of the smaller side that should be set as the x-
coordinate.

Here we set the true values (1o, 1o, 009) = (50.0,30.0,0.03) to apply the
simulated data [Thomas-offspring.xy]| (see Figure2).

OUTPUTS:

The output file [Thomas.simplex.print] provides the process of mini-
mizing the negative Palm log-likelihood function until the values converge to
the MPLE values for the given data. The outputs are arrayed as follows:

e In the 1st column, characters update or testfn is written, where the
update indicates that —log L value in the 2nd column has attained
the minimum so far, otherwise not.

e The 3rd column and the rests show the values of the corresponding
parameters as indicated in the 1st row.

e From the 2nd row to the last row show the optimization procedure
starting from the initial values in the 2nd row. The last row shows
the minimized —log L and the corresponding MPLE values.

The other output file [Thomas.simplex.x.print] shows the same opti-
mization procedure by the simplex method as indicated in above output file

23



but with the normalized parameters depending on the initial scaling guess of
the parameters. Namely, the actual estimates are obtained by the indicated
x-values times the corresponding initial values.

e The 1st column shows the smallest — log L value at the stage so far.

e The 2nd column shows the standard deviations among function values
of the vertices x(i) of the simplex.

e The 3rd column and the rests show the values of the corresponding
normalized parameters x(i) as indicated in the 1st row.

e From the 2nd row to the last row show the optimization procedure
starting from the initial values in the 2nd row, all of which should
be 1.0. The last row shows the minimized — log L and the normal-
ized variables corresponding to the MPLE values relative to the initial
estimates. The 2nd column is also expected to be small enough.

3.3 Non-parametric estimate of the Palm intensity

The programs [Palm-Thomas.f], [Palm-IP.f], [Palm-TypeA.f], [Palm-
TypeB.f] and [Palm-TypeC.f] below include the subroutine that calcu-
lates the non-parametric Palm intensity function estimated directly from a
set of point pattern data.

The non-parametric Palm intensity function is realized as follows: let
U1, ...,%, be the Cartesian vector coordinates of given points. Then the
differences of the vector coordinates

\I/%]Ew]—wl, Z.:]_,...,TL, j:]_,...,n, Z#.ﬁ

is regarded as a realized configuration under the Palm intensity function, the
procedure of which is the so-called difference process.

As a non-parametric estimation of the Palm intensity function Ao(r) in
the polar coordinate, we count the number N(r,r + A) of such vectors in
each annular set whose radii ends are  and r+A. Namely, roughly speaking,
the Palm intensity function notices not configurations but differences of the
vector coordinates of the dataset.

Then the ratio of this number to the area of the annulus, that is, N(r,r+
A)/N(W)/(2rrA), provides an estimate of the Palm intensity function of r
in the polar coordinates.
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3.4 Inputs and outputs of the program [Palm-Thomas]

INPUTS:

The control file [Thomasparam.palm)] specifies the followings in order
to delineate non-parametric and parametric Palm intensity functions that
are corresponding to the specified values.

e 1st line describes the dataset name of point pattern to delineate the
non-parametric Palm intensity function.

e 2nd line. A value of A shows a width for the non-parametric Palm
intensity function. The value depends on the number of given point
pattern data. Here we set A = 0.001. The variable T}, (> 1) is provided
here for the standardized coordinates of points in the rectangular region
0,1] x [0, T,] without loss of generality except for the scaling.

e From the 3rd line to the bottom line (not more than 10th lines) de-

scribe respective value of the given parameters (p;, v;, 04), 1= 1,2,...,1

< 8, for respective estimates of the Palm intensity functions of the

Thomas model. If there are nothing in these lines (3rd-10th lines),

the following outputs provide only the non-parametric Palm intensity
function, namely, only the 1st and 2nd columns.

OUTPUTS:
Then we have the outputs-file [Palm-Thomas.txt] in the following for-
mat.

e The 1st column provides the distance r = jA, where j = 1,2,... [R/A],
where [.] is the Gauss’ symbol and R = 1/2 is given in the program for
the normalized rectangular region for the point pattern.

e The 2nd column provides the corresponding values of the non-parametric
Palm intensity function of r, which is normalized by the total inten-
sity estimate (the mean number of points in a unit area) of the point
pattern data.

e The 3rd-last columns show the normalized Palm intensity functions
Ao(7) /A calculated from the given sets of parameter values (u;, v;, 0;).
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Here, as an example, we provide the non-parametric Palm intensity func-
tion with A = 0.001 and two Palm intensity functions corresponding to the
true and MPLE parameters, respectively (Figure 11).

3.5 Inputs and outputs of the program [Simplex-IP]

This program computes MPLEs via numerical calculation of the Ripley’s
K-function for the Palm-likelihood function (3.7). For the detail, Tanaka et
al. [7].

INPUTS:

The following variables are given in the five lines of the control file
[IP.param], which is also used for the simulation program of the inverse-
power type.

e 1st line. The first three variables in this line are ignored in the present
case. The last column variable indicates iskip for the fast likelihood
but rough approximation of the initial estimates, where iskip = 1 is
set in the final procedure. Because the calculation takes a long time
due to large number of repetitions of the numerical integration (see
Tanaka et al. [7]), a suitable initial estimate is effective in the mini-
mizing procedure. For example, iskip = 1000 is set to obtain a good
initial estimate. The iskip calculate the Palm intensity function in the
log-likelihood function for every iskip-th r;; in the ordered distances
of the pairs ¢ and j, and the smaller iskip value provides the more
accurate estimate but takes longer time for the computation.

e 2nd line. The variable T, (> 1) is provided here for the standardized
coordinates of points in the rectangular region [0,1] x [0, T,] without
loss of generality except for the scaling. The coordinates of points in
the rectangular region are standardized. Note here that the coordinates
of given data are considered the periodic boundary condition.

e 3rd line. The initial guesses of the parameters p, v, p and c are
provided in order to get the MPLEs.

e 4th line describes the name of dataset that are standardized by the
rectangular length of the smaller side that should be set as the x-
coordinate.
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Figure 11: Palm intensity functions of the Thomas model due to the param-
eters in Table 1 in doubly logarithmic scales, dots are the non-parametric
estimate, the black and gray curves are of the true and MPLE parameters,
respectively, and the horizontal line shows the normalized intensity of the
simulated point pattern. All the plots are normalized with respect to the
mean intensity (the mean number of events per unit area).

Table 1: MPLE values of the Thomas model from the simulated data.

Parameter p v o
True value 50.0 30.0 0.03
MPLE 51.3 26.1 0.0291
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e 5th line indicates upper limit value X2 in place of oo in the integral
in (3.3), which is provided in such a way that X2 > R/2 where R is
from (3.6). Here we set X2 = 0.3 (> 1/4).

Here we set the true values (uo, v, po, co) = (50.0,30.0, 1.5,0.005) to apply
the simulated data [IP-offspring.xy] (see Figure4).

OUTPUTS:

The output file [IP.simplex.print] provides the process of minimizing
the negative Palm log-likelihood function until the values converge to the
MPLEs for the given data. The outputs are arrayed as follows:

e In the 1st column, characters update or testfn is written, where the
update indicates that —log L value in the 2nd column has attained
the minimum so far, otherwise not.

e The 3rd column and the rests show the values of the corresponding
parameters as indicated in the 1st row.

e From the 2nd row to the last row show the optimization procedure
starting from the initial values in the 2nd row. The last row shows
the minimized — log L and the corresponding MPLEs.

The other output file [IP.simplex.x.print] shows the same optimiza-
tion procedure by the simplex method as indicated in above output file but
with the normalized parameters depending on the initial scaling guess of
the parameters. Namely, the actual estimates are obtained by the indicated
x-values times the corresponding initial values.

e The 1st column shows the smallest — log L. value at the stage so far.

e The 2nd column shows the standard deviations among function values
of the vertices x(i) of the simplex.

e The 3rd column and the rests show the values of the corresponding
normalized parameters x(i) as indicated in the 1st row.

e From the 2nd row to the last row show the optimization procedure
starting from the initial values in the 2nd row, all of which should be
1.0. The last row shows the minimized — log L and the normalized
variables corresponding to the MPLESs relative to the initial estimates.
The 2nd column is also expected to be small enough.
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In the directory, in addition, the output files [IP1000.simplex.print]
and [IP1000.simplex.x.print] for the case of iskip = 1000 are also pro-
vided for the sake of users to check within a shorter c.p.u. time.

3.6 Inputs and outputs of the program [Palm-IP)]

The program [Palm-IP.f] calculates the Palm intensity functions due to the
numerical differential calculation of the F;.(r) (cf., Tanaka et al. [7]) for given
parameter sets of the inverse-power type associated with the non-parametric
Palm intensity function estimated directly from any point pattern data.

INPUTS:
The following variables are given in the control file [[Pparam.palm)].

e 1st line describes the dataset name of point pattern to delineate the
non-parametric Palm intensity function.

e 2nd line. A common value of A shows a width for the non-parametric
Palm intensity function and the increment of numerical differential cal-
culation of the F,(r). The value depends on the number of given point
pattern data. Here we set A = 0.001. The variable 7}, (> 1) is pro-
vided here for the standardized coordinates of points in the rectangular
region [0, 1] x [0, 7,] without loss of generality except for the scaling.

e 3rd line indicates upper limit value X2 in place of oo in the integral
in (3.3), which is provided in such a way that X2 > R/2 where R is
from (3.6). Here we set X2 = 0.3 (> 1/4).

e From the 4th line to the bottom line (not more than 10th lines)
describe respective value of the given parameters (u;,v;,pi,ci), @ =
1,2,...,1 <7, for respective estimates of the Palm intensity functions
of the inverse-power type. If there are nothing in these lines (4th-
10th lines), the following outputs provide only the non-parametric Palm
intensity function, namely, only the 1st and 2nd columns.

OUTPUTS:
Then we have the outputs-file [Palm-IP.txt] in the following format.
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e The 1st column provides the distance r = jA, where j = 1,2,... [R/A],
where [.] is the Gauss’ symbol and R = 1/2 is given in the program for
the normalized rectangular region for the point pattern.

e The 2nd column provides the corresponding values of the non-parametric
Palm intensity function of r, which is normalized by the total inten-
sity estimate (the mean number of points in a unit area) of the point
pattern data.

e The 3rd-last columns show the normalized Palm intensity functions
Ao(7) /A calculated from the given sets of parameter values (u;, v4, pi, ¢;).

Here, as an example, we provide the non-parametric Palm intensity func-
tion with A = 0.001 and two Palm intensity functions corresponding to the
true and MPLE parameters, respectively (Figure 12).

3.7 Inputs and outputs of the program [Simplex-TypeA]

The same as the inverse-power type, this program also computes MPLEs via
the Ripley’s K-function, numerically.

INPUTS:

The following variables are given in the five lines of the control file [Ty-
peA.param]|, which is also used for the simulation program of the Type A
model.

e 1st line. The first three variables in this line are ignored in the present
case. The last column variable indicates iskip for the fast likelihood
but rough approximation of the initial estimates, where iskip = 1 is
set in the final procedure. Because the calculation takes a long time due
to large number of repetitions of the numerical integration (see Tanaka
et al., [7]), a suitable initial estimate is effective in the minimizing pro-
cedure. Therefore iskip = 1000, for instance, is set to obtain a good
initial estimate. The iskip calculate the Palm intensity function in the
log-likelihood function for every iskip-th r; ; in the ordered distances
of the pairs ¢« and 7, and the smaller iskip value provides the more
accurate estimate but takes longer time for the computation.
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Figure 12: Palm intensity functions of the inverse-power type due to the pa-
rameters in Table 2 in doubly logarithmic scales, dots are the non-parametric
estimate. The curves of the true and MPLE parameters are overlapped to
each other, and the horizontal line shows the normalized intensity of the sim-
ulated point pattern. All the plots are normalized with respect to the mean
intensity (the mean number of events per unit area).

Table 2: MPLE values of the inverse-power type from the simulated data.

Parameter v P c
True value 50.0 30.0 1.5  0.005
MPLE 56.5 239 1.60 0.00557
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e 2nd line. The variable T, (> 1) is provided here for the standardized
coordinates of points in the rectangular region [0,1] x [0,7,] without
loss of generality except for the scaling. The coordinates of points in
the rectangular region are standardized. Note here that the coordinates
of given data are considered the periodic boundary condition.

e 3rd line. The initial guesses of the parameters u, v, a, o1 and o are
provided in order to get the MPLEs.

e 4th line describes the name of dataset that are standardized by the
rectangular length of the smaller side that should be set as the x-
coordinate.

e 5th line indicates upper limit value X2 in place of oo in the integral
in (3.3), which is provided in such a way that X2 > R/2 where R is
from (3.6). Here we set X2 =0.3 (> 1/4).

Here we set the true values (u, v, a, 01, 09) = (50.0, 30.0,0.3,0.005,0.1) to
apply the simulated data [TypeA-offspring.xy] (see Figure6).

OUTPUTS:

The output file [TypeA.simplex.print]| provides the process of mini-
mizing the negative Palm log-likelihood function until the values converge to
the MPLEs for the given data. The outputs are arrayed as follows:

e In the 1st column, characters update or testfn is written, where the
update indicates that —log L value in the 2nd column has attained
the minimum so far, otherwise not.

e The 3rd column and the rests show the values of the corresponding
parameters as indicated in the 1st row.

e From the 2nd row to the last row show the optimization procedure
starting from the initial values in the 2nd row. The last row shows
the minimized — log L and the corresponding MPLEs.

The other output file [TypeA.simplex.x.print] shows the same opti-
mization procedure by the simplex method as indicated in above output file
but with the normalized parameters depending on the initial scaling guess of
the parameters. Namely, the actual estimates are obtained by the indicated
x-values times the corresponding initial values.
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e The 1st column shows the smallest — log L value at the stage so far.

e The 2nd column shows the standard deviations among function values
of the vertices x(i) of the simplex.

e The 3rd column and the rests show the values of the corresponding
normalized parameters x(i) as indicated in the 1st row.

e From the 2nd row to the last row show the optimization procedure
starting from the initial values in the 2nd row, all of which should be
1.0. The last row shows the minimized —log L and the normalized
variables corresponding to the MPLESs relative to the initial estimates.
The 2nd column is also expected to be small enough.

In the directory, in addition, the output files [TypeA1000.simplex.print]
and [TypeA1000.simplex.x.print| for the case of iskip = 1000 are also
provided for the sake of users to check within a shorter c.p.u. time.

3.8 Inputs and outputs of the program [Palm-TypeA|]

The program [Palm-TypeA.f] calculates the Palm intensity functions due
to the numerical differential calculation of the F.(r) for given parameter
sets of the Type A model associated with the non-parametric Palm intensity
function estimated directly from any point pattern data.

INPUTS:
The following are given in the control file [TypeAparam.palm].

e 1st line describes the dataset name of point pattern to delineate the
non-parametric Palm intensity function.

e 2nd line. A common value of A shows a width for the non-parametric
Palm intensity function and the increment of numerical differential cal-
culation of the F;(r). The value depends on the number of given point
pattern data. Here we set A = 0.001. The variable 7}, (> 1) is pro-
vided here for the standardized coordinates of points in the rectangular
region [0, 1] x [0, 7,] without loss of generality except for the scaling.

e 3rd line indicates upper limit value X2 in place of oo in the integral
in (3.3), which is provided in such a way that X2 > R/2 where R is
from (3.6). Here we set X2 =0.3 (> 1/4).
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Figure 13: Palm intensity functions of the Type A model due to the param-
eters in Table 3 in doubly logarithmic scales, dots are the non-parametric
estimate, the black and gray curves are of the true and MPLE parameters,
respectively, and the horizontal line shows the normalized intensity of the
simulated point pattern. All the plots are normalized with respect to the
mean intensity (the mean number of events per unit area).

Table 3: MPLE values of the Type A model from the simulated data.

Parameter v a ozl o9
True value 50.0 30.0 0.3 0.005 0.1
MPLE 56.4 23.6 0.355 0.00520 0.107
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e From the 4th line to the bottom line (not more than 10th lines)
describe respective value of the given parameters (u;,v;, a;, 01,4, 02,),
1=1,2,...,1 <7, for respective estimates of the Palm intensity func-
tions of the Type A model. If there are nothing in these lines (4th-10th
lines), the following outputs provide only the non-parametric Palm in-
tensity function, namely, only the 1st and 2nd columns.

ouTPUTS:
Then we have the outputs-file [Palm-TypeA.txt] in the following for-
mat.

e The 1st column provides the distance r = jA, where j = 1,2,... [R/A],
where [.] is the Gauss’ symbol and R = 1/2 is given in the program for
the normalized rectangular region for the point pattern.

e The 2nd column provides the corresponding values of the non-parametric
Palm intensity function of r, which is normalized by the total inten-
sity estimate (the mean number of points in a unit area) of the point
pattern data.

e The 3rd-last columns show the normalized Palm intensity functions
Ao(7) /A calculated from the given sets of parameter values (p;, vi, a;, 014,

0'271‘).

Here, as an example, we provide the non-parametric Palm intensity func-
tion with A = 0.001 and two Palm intensity functions corresponding to the
true and MPLE parameters, respectively (Figure 13).

3.9 Inputs and outputs of the program [Simplex-TypeB|

INPUTS:
The following variables are given in the four lines of the control file

[TypeB.param)], which is also used for the simulation program of the Type
B model.

e 1st line. All the variables in this line are ignored in the present case.
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e 2nd line. The variable T, (> 1) is provided here for the standardized
coordinates of points in the rectangular region [0,1] x [0,7,] without
loss of generality except for the scaling. The coordinates of points in
the rectangular region are standardized. Note here that the coordinates
of given data are considered the periodic boundary condition.

e 3rd line. The initial guesses of the parameters 1, pe, v, 01 and oy
are provided in order to get the MPLEs.

e 4th line describes the name of dataset that are standardized by the
rectangular length of the smaller side that should be set as the x-
coordinate.

Here we set the true values (u1, us2, v, 01, 02) = (10.0,40.0, 30.0,0.01, 0.03)
to apply the simulated data [TypeB-offspring.xy] (see Figure 8).

OUTPUTS:

The output file [TypeB.simplex.print] provides the process of mini-
mizing the negative Palm log-likelihood function until the values converge to
the MPLEs for the given data. The outputs are arrayed as follows:

e In the 1st column, characters update or testfn is written, where the
update indicates that —log L value in the 2nd column has attained
the minimum so far, otherwise not.

e The 3rd column and the rests show the values of the corresponding
parameters as indicated in the 1st row.

e From the 2nd row to the last row show the optimization procedure
starting from the initial values in the 2nd row. The last row shows
the minimized — log L and the corresponding MPLEs

The other output file [TypeB.simplex.x.print] shows the same opti-
mization procedure by the simplex method as indicated in above output file
but with the normalized parameters depending on the initial scaling guess of
the parameters. Namely, the actual estimates are obtained by the indicated
x-values times the corresponding initial values.

e The 1st column shows the smallest — log L value at the stage so far.
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e The 2nd column shows the standard deviations among function values
of the vertices x(i) of the simplex.

e The 3rd column and the rests show the values of the corresponding
normalized parameters x(i) as indicated in the 1st row.

e From the 2nd row to the last row show the optimization procedure
starting from the initial values in the 2nd row, all of which should be
1.0. The last row shows the minimized —log L and the normalized
variables corresponding to the MPLESs relative to the initial estimates.
The 2nd column is also expected to be small enough.

3.10 Inputs and outputs of the program [Palm-TypeB]

The program [Palm-TypeB.f] calculates the Palm intensity functions for
given parameter sets of the Type B model associated with the non-parametric
Palm intensity function estimated directly from any point pattern data.

INPUTS:
The following variables are given in the control file [TypeBparam.palm)].

e 1st line describes the dataset name of point pattern to delineate the
non-parametric Palm intensity function.

e 2nd line. A value of A shows a width for the non-parametric Palm
intensity function. The value depends on the number of given point
pattern data. Here we set A = 0.001. The variable T}, (> 1) is provided
here for the standardized coordinates of points in the rectangular region
0,1] x [0, T,] without loss of generality except for the scaling.

e From the 3rd line to the bottom line (not more than 10th lines)
describe respective value of the given parameters (i, v;, a;, 01,4, 02,),
where p1; = p1; + poy, @ = 1,2,...,1 < 8, for respective estimates of
the Palm intensity functions of the Type B model. If there are nothing
in these lines (3rd-10th lines), the following outputs provide only the
non-parametric Palm intensity function, namely, only the 1st and 2nd
columns.
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Figure 14: Palm intensity functions of the Type B model due to the param-
eters in Table 4 in doubly logarithmic scales, dots are the non-parametric
estimate, the black and gray curves are of the true and MPLE parameters,
respectively, and the horizontal line shows the normalized intensity of the
simulated point pattern. All the plots are normalized with respect to the
mean intensity (the mean number of events per unit area).

Table 4: MPLE values of the Type B model from the simulated data.

Parameter v a o1 o9
True value 50.0 30.0 0.20 0.01 0.03
MPLE 44.1 30.7 0.151 0.00945 0.0268

38



OUTPUTS:
Then we have the outputs-file [Palm-TypeB.txt] in the following for-
mat.

e The 1st column provides the distance r = jA, where j = 1,2,... [R/A],
where [.] is the Gauss’ symbol and R = 1/2 is given in the program for
the normalized rectangular region for the point pattern.

e The 2nd column provides the corresponding values of the non-parametric
Palm intensity function of r, which is normalized by the total inten-
sity estimate (the mean number of points in a unit area) of the point
pattern data.

e The 3rd-last columns show the normalized Palm intensity functions
Ao(7) /A calculated from the given sets of parameter values (p;, vi, a;, 01 4,

0'271‘).

Here, as an example, we provide the non-parametric Palm intensity func-
tion with A = 0.001 and two Palm intensity functions corresponding to the
true and MPLE parameters, respectively (Figure 14).

3.11 Inputs and outputs of the program [Simplex-TypeC]

INPUTS:

The following variables are given in the four lines of the control file
[TypeC.param)], which is also used for the simulation program of the Type
C model.

e 1st line. The variables in this line are ignored in the present case.

e 2nd line. The variable T, (> 1) is provided here for the standardized
coordinates of points in the rectangular region [0,1] x [0,7,] without
loss of generality except for the scaling. The coordinates of points in
the rectangular region are standardized. Note here that the coordinates
of given data are considered the periodic boundary condition.

e 3rd line. The initial guesses of the parameters pq, po, vy, 12, oy and
09 are provided in order to get the MPLEs.
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e 4th line describes the name of dataset that are standardized by the
rectangular length of the smaller side that should be set as the x-
coordinate.

Here, for the initial guess, we set the true values (p1, p2, V1, 9, 01,09) =
(5.0,9.0,30.0, 150.0, 0.01, 0.05) to apply the simulated data [TypeC-offspring
Xy] (see FigurelO).

OUTPUTS:

The output file [TypeC.simplex.print] provides the process of mini-
mizing the negative Palm log-likelihood function until the values converge to
the MPLESs for the given data. The outputs are arrayed as follows:

e In the 1st column, characters update or testfn is written, where the
update indicates that —log L value in the 2nd column has attained
the minimum so far, otherwise not.

e The 3rd column and the rests show the values of the corresponding
parameters as indicated in the 1st row.

e From the 2nd row to the last row show the optimization procedure
starting from the initial values in the 2nd row. The last row shows
the minimized — log L and the corresponding MPLEs.

The other output file [TypeC.simplex.x.print] shows the same opti-
mization procedure by the simplex method as indicated in above output file
but with the normalized parameters depending on the initial scaling guess of
the parameters. Namely, the actual estimates are obtained by the indicated
x-values times the corresponding initial values.

e The 1st column shows the smallest — log L value at the stage so far.

e The 2nd column shows the standard deviations among function values
of the vertices x(i) of the simplex.

e The 3rd column and the rests show the values of the corresponding
normalized parameters x(i) as indicated in the 1st row.
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e From the 2nd row to the last row show the optimization procedure
starting from the initial values in the 2nd row, all of which should be
1.0. The last row shows the minimized — log L and the normalized
variables corresponding to the MPLESs relative to the initial estimates.
The 2nd column is also expected to be small enough.

3.12 Inputs and outputs of the program [Palm-TypeC]

The program [Palm-TypeC.f] calculates the Palm intensity functions for
given parameter sets of the Type C model associated with the non-parametric
Palm intensity function estimated directly from any point pattern data.

INPUTS:
The following variables are given in the controle file [TypeCparam.palm].

e 1st line describes the dataset name of point pattern to delineate the
non-parametric Palm intensity function.

e 2nd line. A value of A shows a width for the non-parametric Palm
intensity function. The value depends on the number of given point
pattern data. Here we set A = 0.001. The variable T}, (> 1) is provided
here for the standardized coordinates of points in the rectangular region
0,1] x [0, T,] without loss of generality except for the scaling.

e From the 3rd line to the bottom line (not more than 10th lines)
describe respective value of the given parameters (\;, v1,, a;, 01,4, 02,),
where \; = g 301+ po 04,1 = 1,2, ..., 1 <8, for respective estimates
of the Palm intensity functions of the Type C model. If there are
nothing in these lines (3rd-10th lines), the following outputs provide
only the non-parametric Palm intensity function, namely, only the 1st
and 2nd columns.

ouTPUTS:
Then we have the outputs-file [Palm-TypeC.txt] in the following for-
mat.

e The 1st column provides the distance r = jA, where j = 1,2,... [R/A],
where [.] is the Gauss’ symbol and R = 1/2 is given in the program for
the normalized rectangular region for the point pattern.
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e The 2nd column provides the corresponding values of the non-parametric
Palm intensity function of r, which is normalized by the total inten-
sity estimate (the mean number of points in a unit area) of the point
pattern data.

e The 3rd-last columns show the normalized Palm intensity functions
Ao(7) /A calculated from the given sets of parameter values (\;, 114, a;, 01,

0'271‘).

Here, as an example, we provide the non-parametric Palm intensity func-
tion with A = 0.001 and two Palm intensity functions corresponding to the
true and MPLE parameters, respectively (Figure 15).
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Figure 15: Palm intensity functions of the Type C model due to the param-
eters in Table 5 in doubly logarithmic scales, dots are the non-parametric
estimate, the black and gray curves are of the true and MPLE parameters,
respectively, and the horizontal line shows the normalized intensity of the
simulated point pattern. All the plots are normalized with respect to the
mean intensity (the mean number of events per unit area).

Table 5: MPLE values of the Type C model from the simulated data.

Parameter A v a o1 9
True value 1500.0 30.0 0.10 0.01 0.05
MPLE 1281.0 43.1 0.30 0.0149 0.0517
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