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First of all, I would like to congratulate Professor John Copas for receiving the third 
Akaike memorial lecture award. About fifteen years ago, I worked with him as a 
member of his research project on meta-analysis and at that time he told me that it 
was desirable for research statisticians to be involved in applied works with experts 
of some other areas and the development of statistical methodology in a good bal-
ance. In fact, he has continued it for a long time and produced many important 
works, and now he is trusted by many researchers of other areas as well as profes-
sional statisticians.

This paper consists of four parts, each of which is selected from many works of 
Professor Copas and addresses an essential issue in statistical science. The first topic 
is on prediction by regression models and a role of shrinkage in the prediction. This 
work is motivated by his experience of real data analysis, of which the purpose is to 
predict the development costs of aircrafts based on their design characteristics. One 
of the key observations in this work is that for the outcome variable y and the fitted 
value ŷ,

where � , 𝛽  are a regression vector and its estimate, respectively, and V is a covari-
ance matrix of a covariate vector. Then, the estimate of K is given by

where n, p and �2 are the sample size (of the construction sample), the dimension of 
the covariate vector and the residual variance, respectively. This result indicates that 
as the value of F (Fisher’s F statistic) is smaller, the value of K̂ is further away from 
one and the prediction of y with the fitted value ŷ gets worse. In particular, unless 
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the sample size n is not sufficiently large compared to the dimension p of the covari-
ate vector, it is more likely to occur. This is the problem of “overfitting” in terms of 
prediction. In recent years, data science has become increasingly more popular and 
more people use regression models for prediction in various problems. However, as 
Professor Copas points out in the paper, many practitioners would continue to use 
the standard methods (like least square method) for regression models. Although 
penalization or shrinkage methods such as lasso and ridge regression for prediction 
has been gradually recognized, his message is still important now. In these days, 
there are more opportunities to analyze “big data” with large sample size. However, 
this does not mean that we do not have to care about overfitting in regression analy-
sis. Such big data is not necessarily sampled from a single homogeneous population 
and it is often heterogeneous, possibly with missing data or outliers.

The second topic is on statistical inference for non-random samples. Here, the 
term of “non-random sample” means that the data is not necessarily a random 
sample from a population of interest and is possibly biased. (So, it is still assumed 
that there is some stochastic mechanism (probability distribution) from which the 
data is generated.) Although there are many kinds of problems on selectivity bias, 
Professor Copas focuses on selectivity bias arising from missing data, which is 
the best known example in statistics as he mentions. One of the motivating exam-
ples in this work is the real data, which describes the relationship between the 
date when the patient was entered into the trial and the duration in which the 
patient with the new treatment had to stay in hospital (hospitalization rate), for a 
clinical trial to test a new form of kidney dialysis. In order to investigate whether 
the decreasing trend of the hospitalization rate was caused by some selectivity 
bias or not, Heckman’s model was applied to this data. This model consists of two 
equations. One is a regression model for the outcome based on the original distri-
bution in the case of no selection and the other is a regression model for the latent 
variable which controls the selection process of patients. Professor Copas consid-
ered this model under the assumption that the hospitalization rate did in fact not 
depend on when the patient was entered into the trial, and found that this model 
could explain the observed data as well as the standard regression model. As he 
mentions in the paper, we cannot know that which model is more correct just by 
looking the observed data. It is also undesirable to apply some model selection 
procedure because the Heckman’s model is based on an untestable assumption 
about the selection process of patients. His message that the assumptions for sta-
tistical analysis have to reflect the scientific context on the data is important in 
every case, but particularly so in the problem of non-random samples.

I would like to ask about one technical issue in the analysis with Heckman’s 
model. Professor Copas used a nonlinear regression model to estimate the param-
eters of Heckman’s model. This method is so-called the Heckman’s two-step proce-
dure and as he points out in the paper, the two equations in Heckman’s model should 
have different covariates when this method is applied. On the other hand, it seems 
that the maximum likelihood method can be applied to estimate the parameters in 
this model. What happens if we apply the maximum likelihood method to Heck-
man’s model where the covariate of date when the patient was entered into the trial 
is included in both of the two equations?
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The last topic is on publication bias in meta-analysis, which is another example 
of problems on non-random samples. Meta-analysis is typically conducted based 
on the data from published sources such as journals, research reports, data bases 
and so on. Such data are quite observational and likely to be published with some 
bias. This is called the problem of publication bias and is one of the most challeng-
ing problems in meta-analysis. Professor Copas’s works on publication bias are also 
motivated by examples of real data, ranging from criminology to medical research. 
Among his works on this issue, ‘Copas method’ is the most well-known and widely 
used in practice. As he mentions in the paper, however, this method has some prob-
lems and he proposes a new method to overcome them. It is based on direct mod-
eling of selection function, which is much simpler than ‘Copas method’. Although 
this type of selection modelling approach has been studied since the early stage of 
research on publication bias, it seems that the t-value of 2-tail test has not be used in 
the literature before. The funnel plot of the criminological review seems to be well-
explained by this method, but I would like to mention one issue. Professor Copas 
says that it is more difficult to estimate the selection parameters in the model if the 
systematic review has fewer studies. This means that the model for the distribution 
of observed data (from observed studies) is not necessarily perfectly identifiable. It 
is maybe because the observed data has no information on the selection process of 
studies, which is modeled with the parametric selection function. Even though it is 
possible to estimate all the parameters in the model for the example of the crimi-
nological review, I think that we should be careful because such possibility comes 
from the strong parametric assumption for the selection function and there are many 
possible choices of parametric forms for the selection function under the assump-
tion that the selection function is an increasing function of the absolute t-value. I 
believe that this method is still useful, but I hope that this issue is included in “fur-
ther research” , which is mentioned in the paper.

The problem of non-random samples can arise not only in missing data and pub-
lication bias, but also in other forms regarding data analysis. The research on this 
important problem has a long history in statistics and Professor Copas has made sig-
nificant contributions on this problem. In recent years, we often have a much larger 
amount of data than before and machine learning methods are increasingly used to 
analyze it. In such a case, it would be still important to care about possible bias 
caused by the selection or generation process of data from a statistical point of view.
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