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Abstract Collapsibility deals with the conditions under which a conditional (on a
covariate W) measure of association between two random variables ¥ and X equals
the marginal measure of association. In this paper, we discuss the average collapsi-
bility of certain well-known measures of association, and also with respect to a new
measure of association. The concept of average collapsibility is more general than col-
lapsibility, and requires that the conditional average of an association measure equals
the corresponding marginal measure. Sufficient conditions for the average collapsi-
bility of the association measures are obtained. Some interesting counterexamples are
constructed and applications to linear, Poisson, logistic and negative binomial regres-
sion models are discussed. An extension to the case of multivariate covariate W is
also analyzed. Finally, we discuss the collapsibility conditions of some dependence
measures for survival models and illustrate them for the case of linear transformation
models.

Keywords Average collapsibility - Conditional distributions - Linear and non-linear
regression models - Measures of association - Linear transformation model

1 Introduction

The study of association between two random variables arises in several applications.
Several measures, nonparametric in nature, have been proposed in the literature. Often,
the random variables of interest, say ¥ and X, may be associated because of their
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association with another variable W, called a covariate or a background variable. In
this case, we need to investigate the conditional association measure between ¥ and X
given W, and compare it with the marginal association measure between Y and X. It
is in general possible that the conditional association measure may be positive, while
the marginal association measure may be negative. Such an effect reversal is called the
Yule—Simpson paradox attributed to Yule (1903) and Simpson (1951). When Yule—
Simpson paradox or the effect reversal does not occur, and a conditional measure of
association equals the marginal measure, we say that the measure is collapsible over
the covariate W. Collapsibility is an important issue associated with data analysis,
analysis of contingency tables, causal inference, regression analysis, epidemiological
studies and the design of experiments; see, for example, (Cox and Wermuth 2003; Ma
et al. 2006; Xie et al. 2008) for applications and discussions.

There have been several notions of collapsibility, namely simple, strong and uniform
collapsibility. These issues have been addressed in several different contexts such as
the analysis of contingency tables, regression models and association measures; see,
for example, (Bishop 1971; Cox 2003; Cox and Wermuth 2003; Geng 1992; Ma et al.
2006; Vellaisamy and Vijay 2007, 2008; Wermuth 1987, 1989; Whittemore 1978; Xie
et al. 2008). Cox and Wermuth (2003) studied the concept of distribution dependence
and discussed the conditions under which no effect reversal occurs.

We next define the (simple) collapsibility and the uniform collapsibility with respect
to the conditional expectation dependence function dE (Y |x, w)/dx [(see Xie et al.
(2008)] and they follow similarly for other measures.

Definition 1 The conditional expectation dependence function dE (Y |x, w)/dx is

said to be homogeneous over W if

AE(Y|x,w) dE(Y|x, w’)
dx N dx '

for all x and w’ # w.

Definition 2 The conditional expectation dependence function dE (Y |x, w)/dx is

said to be simple collapsible over W if
AE(Y|x,w) JE(Y|x)

, for all x and w,
ox 0x

and uniformly collapsible over W if

JE(Y|x, W e A) . dE(Y|x)
ax o 0x

forall x and A, where A is a subset of levels when W is nominal, a subset of consecutive
levels (i,i+1,...,i+j) when W is ordinal, and is an interval when W is a continuous
random variable.

Observe that the collapsibility of a measure implies the homogeneity and the uni-
form collapsibility implies the collapsibility. In other words, both the collapsibility
and the uniform collapsibility require the condition of homogeneity.
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Collapsibility of some measures and models 1157

Xie et al. (2008) discussed the simple collapsibility and the uniform collapsibility
of the following association measures:

d
@) a—E Y | x) (expectation dependence)
X

2
(i) 320 log f(x,y) (mixed derivative of interaction)
Xdy
a
(iii) 8_F (v x) (distribution dependence).
X

They discussed also the stringency of the above measures for positive associa-
tion, studied the conditions for no effect reversal (after marginalization over W) and
obtained the necessary and sufficient conditions for uniform collapsibility of mixed
derivative of interaction, among other results. Recently, Vellaisamy (2012) investi-
gated the average collapsibility of distribution dependence and the quantile regression
coefficients. It is shown that average collapsibility is a general concept and coincides
with collapsibility under the condition of homogeneity. In addition, the average col-
lapsibility does not require more stringent conditions than the simple collapsibility
which requires an additional condition of homogeneity and thus restricts the class of
joint distributions.

In the context of contingency tables, the relative risk (rr) is an important mea-
sure of association which is widely used in economics, epidemiology, sociology and
probabilistic expert systems [see Geng (1992)]. Consider a 2 x 2 table corresponding
to binary variables ¥ and X with p;; as its cell probabilities. The rr is defined as
r = p1j1/p1j2, where for example py; = P(Y = 1|X = 1). Similarly, when we have
a2 x 2 x 2 table with an additional binary covariate W, let r (1) and r(2) denote the rr
corresponding to the levels W = 1 and W = 2, respectively. The three-dimensional
table is collapsible over W with respect to rr if (a) r(1) = r(2) = r* (consistency
over W) and (b) r,, = r*, where r,, denotes the rr corresponding to the marginal
2 x 2 table, obtained by summing over the levels of W. Note that consistency is a
rather stronger condition which may not hold in many situations.

To motivate average collapsibility, consider for instance the following 2 x 2 x 2
table:

w
Xy|r 2
1 1
1
211 4
112 2
2
213 3

From the above table, we have (1) = 2 and »(2) = 0.5; hence, the consistency as well
as the collapsibility of rr over W does not hold. In addition, from the marginal table
corresponding to Y and X, we have r,,, = 1.25. However, E(r(W)) = %r(1)+%r(2) =
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1.25, where we have used the empirical distribution P(W = 1) = P(W =2) = % of
W to compute the expectation. Thus, we see that the average collapsibility E (r(W)) =
rm = 1 holds.

In this paper, the average collapsibility of the association measures expectation
dependence and mixed derivative of interaction, studied by Xie et al. (2008), are
investigated in detail. These measures have connections to linear regression and logistic
regression models. In addition, a new measure of association, namely

0
>iv) P log E(Y | x) (log — expectation dependence)
X

is introduced and its average collapsibility conditions are investigated. This new mea-
sure has a direct application to Poisson and negative binomial regression models. Some
of the results are then extended to the case of multivariate covariate W.

Finally, we consider the collapsibility results for certain survival models. Recently,
Di Serio et al. (2009) discussed the Simpson’s paradox for the survival probability and
hazard rate functions for the survival models, and observed some interesting results.
But, the collapsibility issues have not been addressed in the literature so far. We derive
sufficient conditions for the average collapsibility of survival probability and hazard
rate dependence functions and also apply them to the case of linear transformation
models. Note that the linear transformation models include Cox’s (1972) proportional
hazard rate models and Pettitt’s (1984) proportional odds model as special cases.

2 Average collapsibility of association measures

Let (Y, X, W) be a random vector, where our interest is mainly on the association
between Y and X, and W is treated as a covariate. We assume for simplicity that X
and W are continuous, unless stated otherwise. Note that ¥ has a monotone (increas-
ing) regression function of X if E(Y|X = x) is increasing in x or equivalently the
expectation dependence function (EDF) 0 E(Y | X = x)/dx > 0. We first discuss the
average collapsibility results for the £ D F and introduce the following definition.

Definition 3 The conditional expectation dependence function dE (Y |x, w)/dx is
average collapsible over W if

0 0
Ewx | —EXI|x,W))=—E{|x), forall x. )
0x ox

The following result gives sufficient conditions for the average collapsibility of
EDF. In the sequel, Y 1L X and Y 1L X|W, respectively, denote the independence
of X and Y, and the conditional independence of ¥ and X given W. We assume
henceforth all the partial derivatives exist and are continuous so that the differentiation
and integration can be interchanged. In addition, for simplicity, we will henceforth
denote E(Y|X = x, W = w) by E(Y|x, w) and similar notations for conditional
distributions/densities.
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Collapsibility of some measures and models 1159

Theorem 1 The conditional EDF measure dE(Y |x, w)/dx is average collapsible
over W if either

(i) E(Y|x, w) is independent of w, or
(i) X L W
holds.

Remark 1 (i) The condition that E(Y|x, w) is independent of w implies the homo-
geneity of EDF and in this case both uniform collapsibility [Part (a) of Theorem
3.4 of Xie et al. (2008)] and average collapsibility hold. However, when the ED F
is not homogeneous over w, average collapsibility may still hold if (and only if)
X 1L W, while the simple collapsibility and the uniform collapsibility do not hold
as they require the homogeneity condition.

(i) Observe also that the condition E(Y|x, w) is independent of w is a weaker
condition than Y 1L W|X, usually required for other notions of collapsibility.
For example, when W > 0, and (Y|x,w) ~ U(x — w,x + w), we have
E(Y|x,w) = x for all w. But, the conditional density of (Y |x, w) is

1
fOl,w)=-—, x—w<y<x+w, )
2w

showing that ¥ and W are not conditionally independent given X.
First, we discuss an application of Theorem 1.
Example 1 Let X1, X» and X3 be iid N (0, 1) variables. Define now
W=X;;, X=X1X2, Y=X1X5+X X3,
sothat X = WX, and Y = X 4+ W X3. Then it can be seen that
(X|w) ~ N©O,w?); (Y|x,w) ~ N(x, w?).
Hence, E(Y|x, w) = x which is independent of w. By Theorem 1, the average col-

lapsibility of EDF 9 E(Y |x, w)/dx holds. Note here that Y and W are not conditionally
independent given X.

We next show that condition (i) or (ii) is only sufficient, but not necessary. Hereafter,
¢ (z) and ®(z) denote, respectively, the density and the distribution function of Z ~
N(,1).

Example 2 Suppose (Y |x, w) follows uniform U (0, (x> + (w — x)?)) so that
F(yle, w) = y(> + (w —0)H)7", 0<y< @+ w—x)7) 3)

and E(Y|x, w) = %()c2 + (w — x)2). Assume also (W|X = x) ~ N(x, 1) so that
0
a—xf(wIX) =—¢'(w—x)=(w—x)p(w —x). 4)
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Then

]
/ E(Y|x, w)af(wlx)dw

1 i 2 2
=5/(x + (w—x))(w —x)p(w — x)dw

o0 o0

= %|:x2 /(w —x)p(w — x)dw + /(w —x)3¢>(w —x)dw]

—1|:x2 / 1 (t)dt + / t%(r)dr}
2

=0, forallx. 5)

Thus, using (34) given in the Appendix, the average collapsibility of EDF over W
holds, but neither condition (i) nor condition (ii) is satisfied.

As another example, one can take X ~ N (0, 1), (W|x) ~ N(x, 1) and (Y |x, w) ~
N(x2+ (w—x)2,1). Then again (34) is satisfied and hence the average collapsibility
of EDF holds.

An implication of Theorem 1 to linear regression models follows.
Linear regression Consider the following conditional and marginal linear regression
models, respectively (see Xie et al. (2008)):

EQIX = x. W = w) = [ a(w) + B(w)x, if Wisdiscrete

o+ Bx +yw, if W is continuous
and 3
E(Y|x)=a+ Bx.
Then
0 B(w), if Wisdiscrete
aE(Y [ X=x.W=uw)= {,3, if W is continuous
and

3
S EY 0 =5
X

_ We say that the regression coefficient S(w) (or B) is simple collapsible if S(w) =
B forall w (or B = B). In addition, it is said to be average collapsible if

Ewx(B(W)) =B (or Ewx(B) = f), forallx. (©6)

Thus, the average collapsibility of E D F reduces to the average collapsibility of regres-
sion coefficients, in the case of linear regression models.
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Collapsibility of some measures and models 1161

Remark 2 Vellaisamy and Vijay (2007) defined the average collapsibility of regression
coefficients B(w) as Ew(B(W)) = E and discussed the conditions under which it
holds. However, the definition of average collapsibility given in (6) is more natural as
it involves the joint distribution of W and X. Note also that Ew |, (B(W)) = ,3 for all

x implies Ew (8(W)) = B, but not necessarily conversely.

Next, we look at the average collapsibility of mixed derivative of interaction (M D).

Since
2 2

1 ,y) =
0xdy 0g f(x, ) axady

it follows from Proposition 3.2.1 of Whittaker (1990) that

log f(y|x), for allxandy, 7

2

0xdy

log f(y|x) =0 for allxandy <= Y 1 X.

In view of (7), the M DI henceforth stands for 3% log f (y|x)/dxdy, which motivates
the following definition of average collapsibility.

Definition 4 The conditional M DI measure 3 log f(y|x, w)/dxdy is said to be aver-
age collapsible over W if

2
dxdy

82
Ewx ( log f(ylx, W)) = log f(ylx), forall (y,x).

dxdy

It is assumed that log f (y|x) has continuous partial derivatives so that

2 2

1 =
oxdy og f(ylx) ayox

log f(y|x) forall (y, x).

The following result provides a set of sufficient conditions for the average collapsibility
of MDI.

Theorem 2 The M DI measure is average collapsible over W if either

(i) Y uW|X, or
(i) X L wW|Y
holds.

Xie et al. (2008) showed that condition (i) or (ii) in Theorem 2 is necessary and
sufficient for uniform collapsibility. The following counterexample shows that they
are only sufficient, but not necessary, for the average collapsibility.

Example 3 Let X > 0and (W|X = x) ~ N(x, 1). Assume that
Ol w) =y TP+ =07, 0<y <+ @-0)" @®

which can easily be seen to be a valid density.
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1162 P. Vellaisamy

Then

2

dxady

2

1 d
log f(ylx, w) = 3" Ew\x ( log f(ylx, W)) : ()

dxady

Since (W|X = x) ~ N(x, 1), it follows that the marginal density of (Y |X = x) is

f(ylx)=/f(y|x,w)f(w|x)dw

o0 o0
= xy"! / x2¢(w — x)dw + /(w—x)2¢(w—x)dw
—00 —00
=y a4,
which is also a valid density on 0 < y < (x% + 1)~1/*,
In addition, it follows from (9)
2 1 82
1 =—=F 1 W)
oxdy O VAGYRY) 5 Wi (8x8y og f(ylx ))

Thus, average collapsibility of M DI holds, although the condition (i) is not satisfied.
Note, however, the condition (ii) is satisfied.

It was rather challenging to construct the counterexample 3, as it requires, in addition
to the other conditions, the interchange of log and integration, which holds very rarely.
Observe also that in Example 3,

9 9
——log f(ylx, w) = —

log f(y|x), forall (y,x),
ay ay

which leads to the average collapsibility. This observation leads to the following result
which generalizes Theorem 2 whose proof is immediate.

Theorem 3 The M DI measure is average collapsible over W if either

9 9
@) a—Ing(ylx,w)=—10gf(y|x), forall (y,x), or
y ay

0 0
(ii) P log f(ylx, w) = —log f(y|x), forall(y,x)
X 0x

holds.

Remark 3 (i) Observe that the sufficient conditions given in Theorem 3 are weaker
than the ones given in Theorem 2.
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Collapsibility of some measures and models 1163

(i1) It will be of practical interest to develop certain statistical tests to verify the
conditions (i) and (ii). Indeed, there is not much work devoted to the testing
aspects of collapsibility in general, due to the complexities involved.

Some additional examples for Theorem 3. Let f(y|x, w) be as in Example 3 and
consider, for A > 0, the tempered normal density

H(wlx) = e (x)e Wp(w —x), for x >0,w e R,

where

[ee)
-1
(x) = ( / e p(w — x)dw) = e,

—00

thatis, ; (w|x) = ¢ (w — x + X). Then the corresponding marginal density of (Y|X =
x) is

o0

HOlx) = xy*! / X2p(w — x + Vdw + / (w = x)2p(w — x + Adw

o0

— xyx—l(xz _}_)“2 + 1),

which is also a valid density on 0 < y < (x> + A% 4+ 1)~/*. Thus, the average
collapsibility of M DI holds for the family {#, (w|x)}, A > 0, also.

Next, we discuss the connection of Theorem 2 to logistic regression models.
Logistic regression Let Y be a binary variable and consider the following conditional
and marginal logistic regression models (Vellaisamy and Vijay 2007; Xie et al. 2008)
considered in the literature:

R SAlx, w)\ | a(w)+ B(w)x, if Wis discrete
fOlx,w)) | a+pBx+yw, if Wis continuous

and

FAOY - s
log<m)—(x+ﬂx

We say the logistic regression coefficient is simple collapsible if
j— B(w) for all w, if Wisdiscrete
| B, if W is continuous.
In addition, we say B(w) or B is said to be average collapsible if Ew | (8(W)) = ,5 ,
when W is discrete and Ew | (B) = ﬁ , when W is continuous.
Since Y is binary, the partial derivative is replaced by the difference between the
adjacent levels of ¥ [see Cox (2003)] so that
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1164 P. Vellaisamy

0 0 0
W (— log f(y|x, w)) = —(log f(1]x, w) —log f(Olx, w))
x \dy ax
_ il (f(llx,w))
~ox B\ 70w w)
%(a(w) + B(w)x) = B(w), if W isdiscrete

a
a—(a + Bx + yw) =B, if W is continuous,
X

the logistic regression coefficients corresponding to both the cases of W. From The-
orem 2, we now conclude that B(w) or § is average collapsible if (i)Y 1L W|X or
(ii)X L WY holds.

Finally, we discuss a new measure called log-expectation dependence (LE D)
between ¥ > 0 and X, defined by dlog E(Y|x, w)/dx, where it is assumed that
0 < E(Y|x,w) < oo, for all (x, w). First note that for all x,

0 d
ax ax

a
— /ya (dF(y|x)) =0

&= dF(y|x) =dF(y|x*) for all y,x and x*
<— Y I X.

In addition, by Theorem 1 of Xie et al. (2008),
0 d
P logE(Y|x) >0 —= B_E(le) >0= p¥,X) >0,
X X

where p (Y, X) is the correlation coefficient between Y and X.
Assume now E(Y|x) # 0 for all x. Since,

p)
ilogE(Y|x) — M,
ox E(Y|x)
we have LE D is nonnegative if and only if E(Y |x) is positive (negative) and E D is
nonnegative (nonpositive) for all x. In other words, L E D is nonnegative if and only
if E(Y|x) is positive (negative) and nondecreasing (nonincreasing).

Next, we discuss the collapsibility issues for the LE D measure and hence the
following definition.

Definition 5 The conditional L E'D measure d log E (Y |x, w)/dx is simple collapsible
over W if

ad 0
—logE(Y|x,w) = —

log E(Y|x), forall xandw (10)
ax ax
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and average collapsible over W if
a ]
Ewix | —logE(Y|x, W) ) = —log E(Y|x), forallx. (11
ax ax

Theorem 4 The LE D measure is simple collapsible and hence average collapsible
over W if E(Y|x, w) is homogeneous over w.

Note that the condition of homogeneity of E(Y|x, w) is a weaker condition than
Y L W|X, acondition usually required for other measures. In addition, it seems difficult
to obtain other weaker sufficient conditions than the ones given in Theorem 4.

The L E D measure has relevance to Poisson and negative binomial (NB) regression
models, seen as follows.
Poisson regression. Consider the Poisson regression model defined by

Y| X =x, W =w) ~ Poi(A(x, w)),
where the mean

eWFTBWIX if W is discrete

E(Y|x,w) = A(x,w) =
o ) ( ) [e“*ﬁxﬂw, if W is continuous.

Then

d B(w), if Wis discrete
— (og E(Y|x, w)) = N .
ox B, if W is continuous.

Let (Y|x) ~ Poi (e&+/§x ), the marginal Poisson regression model. Then

~ 0 ~
log E(Y|x) = & + Bx; P log E(Y|x) = B.
X
Hence, by Theorem 4, the average collapsibility of Poisson regression coefficient 8 (w)
(or B) holds, that is,

Ewx(BW)) = Blor Ewx(B) = B)

when A(x, w) does not depend on w. The latter condition holds when for example
y = 0 which does not in general mean that Y 1L W|X.

The following interesting example shows that average collapsibility may hold, even
when E(Y|x, w) depends on w.

Example 4 Let X > 0and (Y|X = x,W = w) ~ P(A(x)w), where A(x) =
exp(a + Bx). Then E(Y|x, w) = A(x)w and

0 0
—logE(Y|x,w) =8 =Ew (— log E(Y|x, W)) . (12)
ax 0x
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Let now (W|X = x) ~ G(x, x), the gamma distribution with mean unity. Then it is
known that
(Y1x) ~ NB (x, ——),
x4+ A(x)
the negative binomial (NB) distribution with

P(Y = |x)—r(y+x)< * )( Sy )y —0 1
YV ET e b)) ) 0 YT

When x = r, an integer, ¥ denotes the number of failures before rth success in a
sequence of independent Bernoulli trials. Hence,

9
E(Y|x) = 1(x); 5-log E(Y|x) = . (13)

Thus, from (12) and (13), the average collapsibility holds. Note here the covariates W
and X are not independent.

Negative binomial regression Suppose in Example 4 we assume in addition that the
unobservable W is independent of X and W ~ G (60, 0). Then again

(Y|X =x)~ NB (9 E(Y|x) = A(x). (14)

’9+k(x));

The model (14) is the usual NB regression model. Thus, the average collapsibility of the
L E D function corresponds to that of the NB regression coefficient 8. It is interesting
to note that when the unobserved covariate W follows the gamma distribution with
mean unity, the average collapsibility of the NB regression coefficient holds, even
when W and X are not independent (Example 4).

Note, however, in the negative binomial regression,

A(x)
Var(Y|x) = A(x) (1 + T) > Ax) = E(Y|x), (15)

unlike the Poisson regression case. Thus, whenever the data exhibit over dispersion
(variance exceeds mean), the negative binomial regression model is more appropriate
than the Poisson regression model for the analysis of data.

3 The multivariate case

In this section, we consider an extension to the multivariate case. The case of multi-
variate response Y may be considered by treating one component at a time (Cox and
Wermuth 2003; Xie et al. 2008) and similarly the covariate X may also be consid-
ered one component at a time, while keeping other components fixed. Therefore, we
consider here only the case of multivariate random vector W = (Wy, ..., W),).
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A conditional measure of association, say, % (E(Y|x, w) is simple collapsible over
W if

0 0
—(E(Y|x,w)) = —(E(Y|x)), forallxandw = (wy, ..., wp).
ax ox

and average collapsible over W if

3 3
Ewx (a(E(ch, W))) = -(E(Y|x)), forallx.

The definition of average collapsibility of other measures of association remains the
same, except that W is now a p-variate random vector.

Let W = (W1, W3), where Wj has g components and W» has (p — g) components.
We now have the following result for the EDF and M DI and the corresponding
results for L E D follow easily when E (Y |x, w) is homogeneous over w.

Theorem 5 The following results hold:

(a) The EDF is average collapsible over W if (i)Y L Wi|(X, W) and (ii)X 1L W,
hold.

(b) The M DI is average collapsible over W if (i)Y L W |(X, Wp) and (ii) X L W5|Y
hold.

Remark 4 (i) By symmetry, the average collapsibility of M DI holds when X and Y
are interchanged in conditions (i) and (i7) of Part (b) of Theorem 5. In addition,
in view of Theorem 2, the condition (ii) of part (b) can be replaced by ¥ 1L W>|X.

(i) Xie et al. (2008) established the uniform collapsibility of DD F and E D F under
an additional condition of homogeneity of these measures. Thus, average collapsi-
bility holds under less restrictive conditions and hence is applicable to a larger
class of conditional distributions that may arise in practical applications.

Remark 5 Wang et al. (2009) discussed the concept of uniform non-confounding for a
multivariate covariate and obtained sufficient conditions for it to hold. They discussed
also an algorithm which extends Greenland et al. (1999) approach to the multiple
subset of potential confounders. Starting from the sufficient set, say Z, which contains
multiple potential confounders, their algorithm repeatedly deletes non-confounders
from Z as much as possible. In view of the above-mentioned points, it would be of
interest to consider a more general case and derive an iterative procedure for checking
the average collapsibility over a multivariate W, similar to the works of Wang et al.
(2009).

4 Collapsibility results for survival models
In this section, we discuss the collapsibility of some dependence measures that arise in

the context of survival analysis. Let T denote the lifetime and X and Y be the covariates
of interest that are associated with 7. Suppose our interest is to study the effect of the
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covariate X on 7T, which arises in several situations. As mentioned in Di Serio et al.
(2009), increasing the value of X may have positive effect on 7', for each subgroup
corresponding to another covariate Y, but may have a negative effect where there is no
conditioning on Y. This phenomenon, known as Simpson’s paradox (Simpson 1951)
has been recently investigated by Di Serio et al. (2009) in the context of survival
analysis, with respect to linear transformation models. Let P(T > ¢t + s|T > t, x, y)
and h(t|x,y) = limpo P(t < T < t+ h|T > t,x,Yy) be the conditional (on Y)
survival probability and the hazard rate functions. Similarly, let P(T > t+s|T > ¢, x)
and A (t|x) be the corresponding marginal characteristics based on covariate X alone.

Di Serio et al. (2009) discussed the conditions under which P(T > t + s|T >
t, x,y) is decreasing in x for all y, but P(T > t + s|T > t,x) is increasing in
x. They discussed also the conditions under which A(¢|x, y) is increasing in x and
for all y, while A (z|x) is decreasing in x. That is, they discussed the occurrence of
Simpson’s paradox when the lifetime 7" and the covariates X and Y follow the linear
transformation (LT) model defined by

K(T) = —fuxX — By Y + W, (16)

where W 1L (X, Y), with special emphasis on Cox’s regression model. Note that the
LT model is more general and includes Cox’s (1972) proportional hazards model, and
Pettit’s (1983) proportional odds model, as special cases. It is of interest to know the
conditions under which the survival probability and hazard rate functions based on a
single covariate X are reasonable especially in the context of another covariate Y. This
study is in a sense complementary to the investigations by Di Serio et al. (2009) who
discussed the conditions under which Simpson’s paradox occurs. In situations where
the covariate Y is not observed, average collapsibility characterizes the conditions
under which the inference based on X alone will on the average be the same as the
one based on both X and Y.

We first formulate the appropriate definitions.

Definition 6 We call 0P(T > t + s|T > t,x)/dx and 0h(t|x)/0x, respectively,
the survival dependence function and the hazard rate dependence function. Similarly,
OP(T > t+ s|T > t,x,y)/0x and 0h(t|x,y)/d0x are called the corresponding
conditional (on Y') dependence functions.

Definition 7 The conditional survival dependence function %P(T >t +s|T >
t, x, y) is average collapsible over covariate () if

ad 0
—PT >t+5|T>t,x) =Eyirsi\ —P(T >t +5|T >t,x,Y)]),
ax ’ ax
for all (¢, s, x) a7

and the hazard rate dependence function ok (¢|x, y)/dx is average collapsible over Y
if

ad a
_h(t|x9 )’) = E{Y|T>I x} _h(”xv Y) B for all (tsx)' (18)
ox T\ dx
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First note that, assuming Y is also continuous for simplicity,
P(T >t+s|T >t,x) :/P(T >t4+s5|T >t,x, V) fYI|T > t,x)dy.
Partial differentiation with respect to x gives us

0 0
8_P(T >t+4+s|T >t,x)= / (B_P(T >t+s|T > t,x,y))f(y|T >t,x)dy
x X
ad
+/P(T >t+s|T > t,x,y))a—f(yIT > t,x)dy
X
0
— E{Y|T>t,x}(aP(T >t 45T > 1, x, Y))

ad

+/ P(T >t+s|T >t,x, y))a—f(le > t,x)dy.
X

(19)

Thus, average collapsibility of survival dependence function holds if
d
P(T>t+s|T>t,x,y))8—f(y|T>t,x)dyEO, (20)
X

for all (¢, s, x).

Remark 6 Suppose now the average collapsibility holds so that from (19) and (20),
we get

Bl d
8_P(T >t+s|T >t,x) :/[a—P(T >t4+s|T > t,x,y)}f(le > t,x)dy
X by

for all (z, s, x).

Then
0
a—P(T >t+s|T >t,x,y) <0 for all yand (¢, s, x)
X
implies
d
E)_P(T >t+s|T <t,x) <0 for all (¢, s, x),
by

showing that the characteristic reversal or Simpson’s paradox does not occur.
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Consider next the hazard rate function. Note that
h(t|x) = YIER)/ Pt <T<t+s|T>t,x,)fOIT >1t,x)dy
= / (}%P(r <T <t+s|T > t,x,y))f(y|T > t,x)dy
= /h(tlx,y)f(le >1,x)dy. 2

Therefore, as in the case of conditional survival probability,

il d
—h(t) = Epyiri (5-h1x. V)

0
+/h(t|x, y)af(yﬁ > 1, x)dy.

Thus, the average collapsibility (over Y) of hazard rate function holds if

/h(tlx, y)%f(yﬁ > t,x)dy =0 forall (¢, x). (22)

The following result provides general sufficient conditions for the average collapsi-
bility.

Theorem 6 The conditional survival dependence function oP(t > t + s|T >
t, x,y)/0x is average collapsible over Y if

. P(T>1+45slx,y) .
@) is homogeneous over y, or
P(T > t|x,y)

(i) Y 1 X|T.

Observe also that the condition (7 1 Y |X) implies (i), but not conversely.
The next result for the hazard rate dependence function can be proved in a similar
manner and hence the proof is omitted.

Theorem 7 The conditional hazard rate dependence function dh(t|x, y)/dx is aver-
age collapsible over Y if
(i) h(t|x, y) is homogeneous over y or (ii) Y 1L X|T holds.

Application to linear transformation models

Let the failure time T and the covariates X and Y follow the well-known linear trans-
formation (LT) model [see Di Serio et al. (2009)] defined by

K(T) = pix X — BryY + W, (23)
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where W 1L (X, Y). Di Serio et al. (2009) discussed the conditions under which Simp-
son’s paradox occurs for the conditional survival probability and the conditional hazard
rate, where (7', Y, X) follow (23). They showed the model is more general and reduces
to Cox’s (1972) proportional hazard rate models when W ~ Fy () = 1 — exp(—e’)
(Gumbel-type) and Pettitt’s (1984) proportional odds model when W ~ Fy () =
e' /(1 + e") (logistic), where ¢ € R.

First, we discuss an extension of Cochran (1938) result to the LT model. Observe
first that LT model can also be viewed as a regression model with

E(K(T)|X,Y) =pw — BuxX — BiyY, (24)

where puw = E(W) is the mean of W. It is of interest first to know the conditions
under which the marginal model E (K (T)|X) is also an LT model. Since,

E(K(T)|X) = Ey|x(uw — Pix X — BiyY)
=pw — PuxX — By E(Y|X), (25)

we see that E(K (T)|X) is linear if and only if E(Y|X) is also linear. Suppose
K(T) =Gy — B X + W,
where W 1L X , is the marginal LT model. Then
E(K(T)|X) = pyy + e — PrcX (26)
is the marginal LT regression model. Assume now
E(Y|X) =ayx + By X, 27
the linear regression of ¥ on X. Substitution of (27) into (25) leads to
E(K(T)|X) = (uw — oy Bry) — Brx + BiyBy) X. (28)
A comparison of the coefficients in (26) and (28) yields
Uiy = UW — Ky — BryOlyx (29)

and

Bix = Bix + BryByx (30)

which give us the relationships between the coefficients of the conditional and the
marginal LT models. Observe that the result (30) is similar to Cochran (1938) result
for linear regression coefficients.

Definition 8 The regression coefficient S, is said to be simple collapsible over Y if

th = ﬂtx-

@ Springer



1172 P. Vellaisamy

Note from (30) the simple collapsibility of ;. holds if 8y, = 0. Since By, =
Cov(Y, X)/V(X), itis clear that 8y, = 0 holds if Cov(Y, X) = 0, that is, when X
and Y are uncorrelated.

Finally, an application of Theorem 6 follows.

Example 5 Let (T, X, Y) follow LT model defined by
K(T) = —BixX — BryY + W, (31
where W 1L (X, Y). In this case, we have,

P(T >t +slx,y)
P(T > tlx,y)
_ Fw(K(t+9) + Bux + Biyy)
 Fw(K(@) + X + Bryy)

P(T >t+s|T >t,x,y) =

) (32)

which follows from equation (7) of Di Serio et al. (2009).
Suppose now W ~ E(1), the exponential distribution with mean A~'. Then

P(T >t+s|x,y) o ME @ +5) + Bxx + Bryy)

P(T >t|x,y) oMK () + Brxx + Bryy)
— oMK +5) — K(f))’

which does not depend on y. Hence, by Part (i) of Theorem 1, the average collapsibility
of conditional survival dependence function d P(T" > t + s|T > t, x, y)/dx holds.

Note also in the above example,

P(T > t|x, y) = e KO + Brex + By y)

showing that T and Y are not conditionally independent.
In addition, for the model (31) and fw (w) = Ae_)‘w, for w > 0, we have

_ Jw (K@) + Bixx + Bryy) K’
Fw(K(t) + Bixx + Bryy)
= AK'(1),

h(t|x, y)

(0

which is homogeneous over y. Using Part (i) of Theorem 7, the average collapsibility
of conditional hazard rate dependence dh(¢|x, y)/dx also holds.
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APPENDIX: Proofs

Proof of Theorem 1 Note that

iE(Yl)c) = i/E(Y|x, w) f(w]|x)dw
0x 0x

=/ [iE(YIx,w)}f(wIX)dw+/E(Y|x,w)%f(wlﬂdw

0x

ad 0
= Ew|x (aE(Y|x, W)) +/ E(Y|x, w)af(wlx)dw.

Hence, average collapsibility holds if and only if
d
E(Y|x, w)a—f(w|x)dw =0, forallx.
X

Assume now condition (i) holds so that
E(Y|x,w) = h(x), forall xandw, (say).
Then
ad ]
[ £ g fwinde = [ - fiode
0x 0x

3
=h(x)£/f(w|x)dw

=0, forallx.

The average collapsibility follows from (34).
Assume next condition (i) holds. Then obviously,

0
/ E(Y|x, w)a—f(w|x)dw =0, forallx,
X

and so average collapsibility holds again.

Proof of Theorem 2 Since

52 o (a0
Ixdy log f(vlx) = a( fox) )

average collapsibility of M DI holds if and only if

(33)

(34)

(35)

e (2 (B0 o (HfoWY 2
PV ox \ fomwy )] T ax\ fom oratl .- (0
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Note that condition (i) implies

a a
FOlx, w) = fylx) = 5f(y|x, w) = af(YIX), forall (y, x, w).

Thus, Eq. (36) holds.
Observe also that

92 N &2
axdy logf(x’y)_ﬂ( Gy )

which is the same as equation (35) with x and y interchanged. Thus, the condition (ii)
also implies the average collapsibility of MDI. O

Proof of Theorem 4 Let
E(Y|x,w) =hi(x) forall xandw. 37
Then
E(Y|x) = Ewx(E(Y|x, W)) = Ew|x(h1(x)) = h1(x). (38)
Thus, from (37) and (38),
E(Y|x) = E(Y|x, w), for all x and w,

and hence simple collapsibility holds.
In addition, since

0

log E(Y|x),
ax

ad
—log E(Y|x, w) =
ox

the average collapsibility also holds. O

Proof of Theorem 5 (a): Observe that

ol
Ewx (aE(YIx, W))

:/ / (iE(Y|x,w)) dF(wy, walx)
wy Jw, \9x

=/ / (iE(Y|wilvw2)) dF (wi|x, wa) dF(wz|x)
wy Jw, \9x

d
/ —xE(le, wa) dF(wyx, wz)) dF(wa|x)(. Y L Wi|(X, Wa))
wi

—E(Y|x, wz)) dF(wy|x)
0x
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0
= Ew,x (aE(YIX, Wz))

d
—E(Y|x), forallx,
ax

using X 1L W5 and condition (ii) of Theorem 1.
(b): Note that

82
Ew)x (3 PR log f(y|x, W))

10gf(y|x, wi, wa) dF (wyx, wz)) dF (wz|x)

[
&
[

8
= Ew,x (8 PR log f(ylx, Wz))

I
[

log Jlx, wa) dF (wilx, wz)) dF (w2]x)(. Y 1L Wi (X, W2))

log f(ylx, UJ2)) dF (w2]x)

2

dxady

log f(y|x), forallxandy,

which follows using X 1L W>|Y and condition (i7) of Theorem 2. O
Proof of Theorem 6 Integrating the left-hand side of (20) by parts, we get

Rl
/P(T >t+s|T >t,x, y)a—f(y|T > t,x)dy
X
0 00
= [P(T >t+s|T >t,x,y)—FQ|T > t,x)]
0x —00
d 0
— | —P(T >t+s|T >t,x,y)—FQ|T >t,x)dy
ay ax

ad 0
= —/ —P(T >t+s|T >t,x,y)—F|T >t,x)dy.
ay ax

Hence, (20) holds if either

P(T >1t+s|x,y)
P(T > t]x, )

0
—P(T >t+s|T >t,x,y)= ( ) =0, for all (z,s,x,y),
ay By

(39)
or

9
—(F(y|T > t,x)) =0, forall (1, x, y). (40)
0x

Note that Egs. (39) and (40), respectively, hold when conditions (i) and (ii) are satisfied.
The result now follows. O
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