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Abstract In this article, we focus on the problem of testing the equality of several high
dimensional mean vectors with unequal covariance matrices. This is one of the most
important problems in multivariate statistical analysis and there have been various
tests proposed in the literature. Motivated by Bai and Saranadasa (Stat Sin 6:311–329,
1996) and Chen and Qin (Ann Stat 38:808–835, 2010), we introduce a test statistic
and derive the asymptotic distributions under the null and the alternative hypothesis.
In addition, it is compared with a test statistic recently proposed by Srivastava and
Kubokawa (J Multivar Anal 115:204–216, 2013). It is shown that our test statistic
performs better especially in the large dimensional case.
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1 Introduction

In the last three decades, more and more large dimensional data sets appear in sci-
entific research. When the dimension of data or the number of parameters becomes
large, the classical methods could reduce statistical efficiency significantly. In order
to analyze those large data sets, many new statistical techniques, such as large dimen-
sional multivariate statistical analysis based on the random matrix theory, have been
developed. In this article, we consider the problem of testing the equality of several
high dimensional mean vectors with unequal covariance matrices, which is also called
multivariate analysis of variance (MANOVA) problem. This problem is one of the
most common multivariate statistical procedures in the social science, medical sci-
ence, pharmaceutical science and genetics. For example, a kind of disease may have
several treatments. In the past, doctors only concern which treatments can cure the dis-
ease, and the standard clinical cure is low dimension. However, nowadays researchers
want to know whether the treatments alter some of the proteins or genes, thus then the
high dimensional MANOVA is needed.

Suppose there are k(k ≥ 3) groups and Xi1, . . . , Xini are p-variate independent
and identically distributed (i.i.d.) random samples vectors from the i th group, which
have mean vector μi and covariance matrix �i . We consider the problem of testing
the hypothesis:

H0 : μ1 = · · · = μk vs H1 : ∃i �= j, μi �= μ j . (1)

Notice that here we do not need normality assumption. The MANOVA problem has
been discussed intensively in the literature about multivariate statistic analysis. For
example, for normally distributed groups, when the total sample size n = ∑k

i=1 ni
is considerably larger than the dimension p, statistics that have been commonly used
are likelyhood ratio test statistic (Wilks 1932), generalized T 2 statistic (Lawley 1938;
Hotelling 1947) and Pillai statistic (Pillai 1955). When p is larger than the sample size
n, Dempster (1958, 1960) firstly considered this problem in the case of two sample
problem. Since then, more high dimensional tests have been proposed by Bai and
Saranadasa (1996), Fujikoshi et al. (2004), Srivastava and Fujikoshi (2006), Srivastava
(2007), Schott (2007), Srivastava and Du (2008), Srivastava (2009), Srivastava and
Yanagihara (2010), Chen and Qin (2010) and Srivastava et al. (2011, 2013). And
recently, Cai and Xia (2014) proposed a statistic to test the equality of multiple high-
dimensional mean vectors under common covariance matrix. Also, one can refer to
the book (Fujikoshi et al. 2011) for more details.

The statistic of testing (1) we proposed in this article is motivated by Bai and
Saranadasa (1996) andChen andQin (2010). Firstly, let us review the two test statistics
briefly. For k = 2 and �1 = �2 = �, Bai and Saranadasa (1996) proposed the test
statistic

Tbs = (X̄1 − X̄2)
′(X̄1 − X̄2) − n1 + n2

n1n2
trSn, (2)

and showed that under some conditions, as min{p, n1, n2} → ∞, p/(n1 + n2) →
y > 0 and n1/(n1 + n2) → κ ∈ (0, 1)
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On testing the equality of mean vectors 367

Tbs − ‖μ1 − μ2‖2√
Var(Tbs)

d→ N (0, 1).

Here

X̄i = 1

ni

ni∑

j=1

Xi j , Sn = 1

n1 + n2 − 2

2∑

i=1

ni∑

j=1

(Xi j − X̄i )
′(Xi j − X̄i )

and

Var(Tbs) = 2(n1 + n2)2(n1 + n2 − 1)

n21n
2
2(n1 + n2 − 2)

tr�2(1 + o(1)).

In addition, Bai and Saranadasa gave a ratio-consistent estimator of tr�2 (in the sense

that ̂tr�2/tr�2 → 1), that was

̂tr�2 = (n1 + n2 − 2)2

(n1 + n2)(n1 + n2 − 3)

(

trS2n − 1

n1 + n2 − 2
(trSn)

2
)

.

If �1 �= �2, Chen and Qin (2010) gave a test statistic

Tcq =
∑n1

i �= j X
′
1i X1 j

n1(n1 − 1)
+

∑n2
i �= j X

′
1i X2 j

n2(n2 − 1)
− 2

∑n1
i=1

∑n2
j=1 X

′
1i X2 j

n1n2
,

which can be expressed as

Tcq = (X̄1 − X̄2)
′(X̄1 − X̄2) − n−1

1 trS1 − n−1
2 trS2. (3)

Here and throughout this paper, the sample covariance matrix of the i th group is
denoted as

Si = 1

ni − 1

ni∑

j=1

(Xi j − X̄i )
′(Xi j − X̄i ).

Also they proved that under some conditions

Tcq − ‖μ1 − μ2‖2
√
Var(Tcq)

d→ N (0, 1)

where

Var(Tcq) =
(

2

n1(n1 − 1)
tr(�2

1) + 2

n2(n2 − 1)
tr(�2

2) + 4

n1n2
tr(�1�2)

)

(1 + o(1)).
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And then Chen and Qin (2010) gave the ratio-consistent estimators of tr�2
i and

tr(�1�2), that were

̂tr(�2
i ) = 1

ni (ni − 1)
tr

⎛

⎝
ni∑

j �=k

(Xi j − X̄i( j,k))X
′
i j (Xik − X̄i( j,k))X

′
ik

⎞

⎠ (4)

and

̂tr(�1�2) = 1

n1n2
tr

(
n1∑

l=1

n2∑

k=1

(X1l − X̄1(l))X
′
1l(X2k − X̄2(k))X

′
2k

)

. (5)

Here X̄i( j,k) is the i th sample mean after excluding Xi j and Xik , and X̄i(l) is the i th
sample mean without Xil .

When �1 = �2, it is apparent that the test statistic proposed by Chen and Qin
(2010) reduces to the one obtained by Bai and Saranadasa (1996). Compared to Bai
and Saranadasa (1996) and Chen and Qin (2010) generalized the test to the case when
�1 �= �2, and used different estimators of the variance. This is indeed a significant
improvement to remove the assumption �1 = �2, because such an assumption is
hard to verify for high-dimensional data. Thus based on these properties, we propose
a statistic of testing the equality of more than two high dimensional mean vectors with
unequal covariance matrices.

We assume the following general multivariate model:

(a) Xi j = �i Zi j + μi , for i = 1, . . . k, j = 1 . . . , ni , where �i is a p × m matrix
for some m ≥ p such that �i�

′
i = �i , and {Zi j }nij=1 are m-variate i.i.d. random

vectors satisfying E(Zi j ) = 0 and Var(Zi j ) = Im , the m × m identity matrix;
(b) Zi j = (zi j1, . . . , zi jm)′, with E(zα1i jl1 z

α2
i jl2

. . . z
αq
i jlq

) = E(zα1i jl1)E(zα2i jl2) . . . E(z
αq
i jlq

)

and E(z4i jk) < ∞, for a positive integer q such that
∑q

l=1 αl ≤ 8 and l1 �= l2 �=
· · · �= lq ;

(c) ni
n → ki ∈ (0, 1)i = 1, . . . k, as n → ∞. Here n = ∑k

i=1 ni ;
(d) tr(�l�d�l�h) = o[tr(�l�d)tr(�l�h)], d, l, h ∈ {1, 2, . . . , k};
(e) (μd − μl)

′�d(μd − μh) = o[n−1tr{(∑k
i=1 �i )

2}], d, l, h ∈ {1, 2, . . . , k}.
It should be noted that all random variables and parameters here and later depend
on n. For simplicity we omit the subscript n from all random variables except those
statistics defined later.

Now we construct our test. Consider the statistic

T (k)
n =

k∑

i< j

(X̄i − X̄ j )
′(X̄i − X̄ j ) − (k − 1)

k∑

i=1

n−1
i trSi

= (k − 1)
k∑

i=1

1

ni (ni − 1)

∑

k1 �=k2

X ′
ik1Xik2 −

k∑

i< j

2

nin j

∑

k1,k2

X ′
ik1X jk2 .
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On testing the equality of mean vectors 369

When k = 2, apparently T (2)
n is the Chen–Qin test statistic. Next we will calculate the

mean and variance of T (k)
n . Unlike the method used in Chen and Qin (2010), we give a

much simpler procedure. From Xi j = �i Zi j +μi , we can rewrite T
(k)
n −∑

i< j ‖μi −
μ j‖2 as T (k)

1 + T (k)
2 , where

T (k)
1 = (k − 1)

k∑

i=1

1

ni (ni − 1)

∑

k1 �=k2

Z ′
ik1�

′
i�i Zik2 −

k∑

i< j

2

nin j

∑

k1,k2

Z ′
ik1�

′
i� j Z jk2

T (k)
2 =

k∑

i=1

2

ni
(kμi −

k∑

j=1

μ j )
′ ∑

k

�i Zik1 .

Thus we can show immediately that

E(T (k)
n ) =

k∑

i< j

‖μi − μ j‖2

and

Var(T (k)
n ) =

k∑

i=1

2(k − 1)2

ni (ni − 1)
tr(�2

i ) +
k∑

i< j

4

nin j
tr(�i� j )

+4
k∑

i=1

1

ni

⎛

⎝
k∑

j=1

μ j − kμi

⎞

⎠

′
�i

⎛

⎝
k∑

j=1

μ j − kμi

⎞

⎠ .

Then we have the following theorem:

Theorem 1 Under the assumptions (a)–(e), we obtain that as p → ∞ and n → ∞,

T (k)
n − ∑k

i< j ‖μi − μ j‖2
√

Var(T (k)
n )

d→ N (0, 1). (6)

It is worth noting that under H0, assumption (e) is trivially satisfied and E(T (k)
n ) = 0.

What is more, under H1 and assumptions (a)–(e), Var(T (k)
n ) = (σ

(k)
n )2(1 + o(1)),

where

(σ (k)
n )2 =

k∑

i=1

2(k − 1)2

ni (ni − 1)
tr(�2

i ) +
k∑

i< j

4

nin j
tr(�i� j ).

Then Theorem 1 is still true if the denominator of (6) is replaced by σ
(k)
n . Therefore, to

complete the construction of our test statistic, we only need to find a ratio-consistent
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estimator of (σ
(k)
n )2 and substitute it into the denominator of (6). There are many

estimators for (σ
(k)
n )2, and in this paper we choose two of them:

Lemma 2 [Uniformly minimum variance unbiased estimators (UMVUE)]Under the
assumptions (a)–(d), we obtain that as p → ∞ and n → ∞,

̂tr�2
i

tr�2
i

p→ 1 and
̂tr(�i� j )

tr(�i� j )

p→ 1

where i �= j ∈ {1, 2, . . . , k},

̂tr�2
i = (ni − 1)2

(ni + 1)(ni − 2)

(

trS2i − 1

ni − 1
tr2Si

)

(7)

and

̂tr(�i� j ) = trSi S j . (8)

Remark 3 Under the normality assumption (7) and (8) are uniformly minimum vari-
ance unbiased estimators. The proof of this lemma was given in Bai and Saranadasa
(1996) and Srivastava (2009), and we omit it in this paper.

Lemma 4 [Unbiased nonparametric estimators (UNE)] Under the assumptions (a)–
(d), we obtain that as p → ∞ and n → ∞,

̂tr�2
i

tr�2
i

p→ 1 and
̂tr(�i� j )

tr(�i� j )

p→ 1

where i �= j ∈ {1, 2, . . . , k},

̂tr�2
i = 1

(ni )6

×
∑

k1,...,k6
distinct

(Xik1 − Xik2)
′(Xik3 − Xik4)(Xik3−Xik5)

′(Xik1−Xik6) (9)

and

̂tr(�i� j )= 1

(ni )3(n j )3

×
∑

k1,k2,k3 distict
k4k5,k6 distinct

(Xik1 − Xik2)
′(X jk4−X jk5)(X jk4 − X jk6)

′(Xik1−Xik3).

(10)

Here (n)l = n(n − 1) . . . (n − l + 1).
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On testing the equality of mean vectors 371

Remark 5 By assumption (a), the unbiasedness of estimators ̂tr�2
i and ̂tr�i� j can be

easily proved and their ratio-consistency can be found in Li and Chen (2012).

Remark 6 Li and Chen (2012) mentioned that the computation of the estimators in
Lemma 4would be extremely heavy if the sample sizes are very large. Thus to increase
the computation speed, we simplify the estimator (9) further to:

̂tr�2
i = 1

ni (ni − 3)
‖�i‖22 − 2

ni (ni − 2)(ni − 3)
‖�i‖21,2

+ 1

ni (ni − 1)(ni − 2)(ni − 3)
(‖�i‖1)2

where �i = X ′
i Xi − Diag[X ′

i Xi ], Xi = (Xi1, . . . Xini )p×ni and Diag[X ′
i Xi ] is a

diagonalmatrix consisting of the diagonal elements of X ′
i Xi . Notice that for anymatrix

A = (ai j )m×n , the norm ‖·‖q is entrywise norm, i.e., ‖A‖q = (
∑m

i=1
∑n

j=1 |ai j |q)1/q
and the norm ‖ · ‖p,q is L p,q norm, i.e.,

‖A‖p,q =
⎛

⎜
⎝

m∑

i=1

⎛

⎝
n∑

j=1

|ai j |p
⎞

⎠

q/p
⎞

⎟
⎠

1/q

.

What is more, from a direct calculation we can show that the estimator (10) is
exactly equal to the estimator (8) in Lemma 2. That is because,

(10) = 1

(ni − 1)(n j − 1)

∑

k1,k4

(X ′
ik1 X jk4)

2 − 1

(ni − 1)n j (n j − 1)

ni∑

k1

⎛

⎝
n j∑

k4

X ′
ik1X jk4

⎞

⎠

2

− 1

ni (ni − 1)(n j − 1)

n j∑

k4

⎛

⎝
ni∑

k1

X ′
ik1 X jk4

⎞

⎠

2

+ 1

ni (ni − 1)n j (n j − 1)

⎛

⎝
∑

k1,k4

Xik1
′X jk4

⎞

⎠

2

= 1

(ni − 1)(n j − 1)
trXi X

′
i X j X

′
j − n j

(ni − 1)(n j − 1)
tr X̄i X̄

′
i X j X

′
j

− ni
(ni − 1)(n j − 1)

+ nin j

(ni − 1)(n j − 1)
tr X̄i X̄

′
i X̄ j X̄

′
j = trSi S j .

Apparently, using the simplified formulas instead of the original ones can make the
computation much faster.

Now, by combining Theorem 1 and Lemma 2 (or Lemma 4), we obtain our test
statistic under H0 and have the following theorem:

Theorem 7 Under H0 and the assumptions (a)–(d), we obtain that as p → ∞ and
n → ∞,
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372 J. Hu et al.

Tour = T (k)
n /σ̂ (k)

n
d→ N (0, 1),

where (σ̂
(k)
n )2 = ∑k

i=1
8

ni (ni−1)
̂tr(�2

i ) + ∑k
i< j

4
ni n j

̂tr(�i� j ) with ̂tr(�2
i ) and

̂tr(�i� j ) given in Lemma 2 or Lemma 4.

Remark 8 When the number of groups k is small, the hypothesis H0 can be considered
as a multiple hypothesis of testing each two sample. And the test for each sub-
hypothesis can be tested by Chen and Qin (2010). However, for each sub-hypothesis,
there is a test statistic of Chen and Qin (2010). The problem is how do we set up
the critical value for the simultaneous test of the compound hypothesis H0. In the
literature, there is a famous Bonferroni correction method can be used. But it is well
known that Bonfferoni correction is much conservative. Form this theorem, we can
see that using our test, one may set up an asymptotically exact test.

Due to Theorem 7, the test with an α level of significance rejects H0 if Tour > ξα

where ξα is the upper α quantile of N (0, 1). Next we will discuss the power properties
of the proposed test. Denote ‖μ‖ = ∑k

i< j ‖μi − μ j‖2. From the above conclusions,
we can easily obtain that

Tour − ‖μ‖
√

Var(T (k)
n )

d→ N (0, 1).

This implies

βnT (‖μ‖) = PH1(Tour > ξα) = 


(

−ξα + ‖μ‖
σ

(k)
n

)

+ o(1),

where 
 is the standard normal distribution function.

2 Other tests and simulations

Due to the fact that the commonly used likelihood ratio test performs badly when
dimension is large has been considered in a lot of literature such as Bai and Saranadasa
(1996), Bai et al. (2009), Jiang et al. (2012) and Jiang and Yang (2013), the discus-
sion of the likelihood ratio test is left out in this paper. Recently, Srivastava and
Kubokawa (2013) proposed a test statistic of testing the equality of mean vectors
of several groups with a common unknown non-singular covariance matrix. Denote
1r = (1, . . . , 1)′ as an r -vector with all the elements equal to one and define
Y = (X11, . . . , X1n1 , . . . , Xk1, . . . , Xknk ), L = (Ik−1,−1k−1)(k−1)×k and

E =

⎛

⎜
⎜
⎜
⎝

1n1 0 0
0 1n2 0
...

...
...

0 0 1nk

⎞

⎟
⎟
⎟
⎠

n×k

.
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Then it is proposed that

Tsk = tr(BD−1
S − (n − k)p(k − 1)(n − k − 2)−1)

√
2cp,n(k − 1)(trR2 − (n − k)−1 p2)

,

where B = Y ′E(E ′E)−1L ′[L(E ′E)−1L ′]−1L(E ′E)−1E ′Y , DS = Diag[(n −
k)−1Y (In − E(E ′E)−1E ′)Y ], R = D−1/2

S Y (In − E(E ′E)−1E ′)Y D−1/2
S and cp,n =

1+ tr(R2)/p3/2. Notice that Diag[A] denotes a diagonal matrix with the same diago-
nal elements as the diagonal elements of matrix A. Under the null hypothesis and the
condition n = O(pδ) with δ > 1/2, Tsk is asymptotically distributed as N (0, 1). That
is as n, p → ∞,

PH0(Tsk > ξα) → 
(−ξα).

In this section we compare the performance of the proposed statistics Tour and Tsk
in finite samples by simulation. Notice that the data is generated from the model

Xi j = �i Zi j + μi , i = 1, . . . , k, j = 1, . . . , ni

where �i is a p × p such that �2
i = �i . Here Zi j = (zi j1, . . . , zi jp)′ and zi jk’s

are independent random variables which are distributed as one of the following three
distributions:

(i) N (0, 1), (ii) (χ2
2 − 2)/2, (iii) (χ2

8 − 8)/4.

For the covariance matrix �i , i = 1, 2, 3, we consider the following two cases:

Case 1 �i = �i = Ip;
Case 2 �i = �2

i = WiiWi ,Wi = Diag[wi1, . . . , wi p],wi j = 2∗ i+(p− j+1)/p,

i = (φ
(i)
jk ), φ(i)

j j = 1, φ(i)
jk = (−1) j+k(0.2 × i)| j−k|0.1 , j �= k.

We first compare the convergence rates of the estimators (7) and (9) based on the
above models, see Figs. 1 and 2. Here the dimension p = 100 and the sample sizes
n are from 10 to 1000. The results are based on 1000 replications. From these two
figures we can easily find that in both cases, the UNE (9) and UMVUE (7) are almost
the same if the data sets come from standard normal distribution. But UNE is much
better than UMVUE if the data sets come from χ2 distribution, especially when n is
small.

Next let us see the performance of the estimator ̂tr�i� j = trSi S j in Case 1 and
Case 2 (see Figs. 3, 4). Also the dimension p = 100 and the sample sizes n1 = n2 are
from 10 to 1000. The results are based on 1000 replications. both cases, the estimator
̂tr�i� j = trSi S j performs very well at all the three distributions. Thus when the
sample size n is large, we can safely use these estimators in the applications.

Now we examine the attained significance level (ASL) of the test statistics Tour and
Tsk compared to the nominal value α = 0.05, and then examine their attained power.
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374 J. Hu et al.

Fig. 1 Graph of the ratio between the estimators 1
p
̂tr�2

1 and the true value 1
p tr�

2
1 in Case 1, i.e., �1 = Ip

Fig. 2 Graph of the ratio between the estimators 1
p
̂tr�2

1 and the true value 1
p tr�

2
1 in Case 2, i.e., �1 =

W11W1

The ASL is computed as α̂ = #(T > ξ1−α)/r where T are values of the test statistic
Tour or Tsk obtained from data simulated under H0, r is the number of replications and
ξ1−α is the 100(1 − α)% quantile of the standard normal distribution. The attained
power of the test Tour and Tsk is also computed as β̂ = #(T > ξ1−α)/r , where T
are values of the test statistic Tour or Tsk computed from data simulated under the
alternative.

For simulation, we consider the problem of testing the equality of three mean
vectors, that is, k = 3. Choose p ∈ {20, 50, 100, 500, 800}, n1 = 0.5 × n∗, n2 = n∗,
n3 = 1.5×n∗, where n∗ ∈ {20, 50, 100, 200}. For the null hypothesis, without loss of
generality we choose μ1 = μ2 = μ3 = 0. For the alternative hypothesis, we choose
μ1 = 0, μ2 = (u1, . . . , u p)

′ and μ3 = −μ2, where ui = (−1)ivi with vi are i.i.d.
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On testing the equality of mean vectors 375

Sample size 
0 100 200 300 400 500 600 700 800 900 1000

0.9

0.92

0.94

0.96

0.98

1

1.02

1.04

Fig. 3 Graph of the ratio between the estimators 1
p

̂tr�1�2 and the true value 1
p tr�1�2 in Case 1, i.e.,

�1 = �2 = Ip

Sample size

0 100 200 300 400 500 600 700 800 900 1000
0.97

0.975

0.98

0.985

0.99

0.995

1

1.005

1.01

1.015

Fig. 4 Graph of the ratio between the estimators 1
p

̂tr�1�2 and the true value 1
p tr�1�2 in Case 2, i.e.,

�1 = W11W1 and �2 = W22W2

U (0, a) which denotes uniform distribution with the support (0, a). Here in Case 1
we choose a = 0.1 and in Case 2 we choose a = 0.2, respectively.

The ASL and the powers are obtained based on 10,000 replications and the 95%
quantile of the standard normal distribution is 1.64485. The four tables report the ASL
and the power in the null hypothesis and the alternative hypothesis of the two tests.
For illustration, in the tables we respectively use the estimators proposed in Lemmas
2 and 4 to obtain two different test statistics, T umvue

our and T une
our . It is shown in Tables 1

and 3 that the ASL of the proposed tests T umvue
our and T une

our approximate α = 0.05 well
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in both cases, and T une
our is even better at nonnormal distributions. Because it is shown

that UNE is better than UMVUE if the data sets come from χ2 distribution, especially
when n is small. But the ASL of test Tsk in case 2 performs substantially worse. In
addition, in Case 1 the test Tsk seems worse when dimension p is much larger than
the sample size n∗. This is probably because Tsk is under common covariance matrix
assumption and needs condition n = O(pδ) with δ > 1/2 to obtain the asymptotic
distribution. As reported in Tables 2 and 4, the powers of the test T une

our perform better
than Tsk in Case 2 and worse in Case 1. But actually in Case 1, when the dimension p
and sample size n∗ are large, the powers of the test T une

our are also good enough. Thus
when the dimension is much larger than the sample size, or the dimension and the
sample size are both large, our test statistic is recommended, as it is more stable.

3 Technical details

In this section we give the proof of Theorem 1. We restricted our attention to the case
in which k = 3 for simplicity and the proof for the case of k > 3 is the same. Here
we use the same method as in Chen and Qin (2010), hence some of the derivations
are omitted. The main difference is that we need to verify the asymptotic normality of
T (3)
n . Because it does not follow by any means that the random variable αn + βn will

converge in distribution to α + β, if αn
d→ α and βn

d→ β.
Denote T (3)

n = T (3)
n1 + T (3)

n2 , where

T (3)
n1 = 2

3∑

k=1

nk∑

i �= j

(Xki − μk)
′(Xkj − μk)

nk(nk − 1)
− 2

3∑

k<l

nk∑

i=1

nl∑

j=1

(Xki − μk)
′(Xl j − μl)

nknl

and

T (3)
n2 = 2

3∑

k,l=1

nk∑

i=1

(Xki − μk)
′(μk − μl)

nk
+

3∑

k<l

‖ μk − μl ‖2 .

We can verify that E(T (3)
n1 ) = 0, E(T (3)

n2 ) = ∑3
k<l ‖ μk − μl ‖2 and

Var(T (3)
n2 ) = 4

3∑

k<l

(μk − μl)
′(n−1

l �l + n−1
k �k)(μk − μl)

+ 4
3∑

i �= j �=k

(μi − μ j )
′n−1

i �i (μi − μk).

From condition (e), that is,

Var

(
T (3)
n2 − ∑3

k<l ‖ μk − μl ‖2
σ

(3)
n

)

= o(1),
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we get

T (3)
n − ∑3

k<l ‖ μk − μl ‖2
√

Var(T (3)
n )

= T (3)
n1

σ
(3)
n

+ op(1).

Next we will prove the asymptotic normality of T (3)
n1 . Without loss of generality we

assume that μ1 = μ2 = μ3 = 0. Let Yi = X1i (i = 1, . . . , n1), Y j+n1 = X2 j ( j =
1, . . . , n2), Y j+n1+n2 = X3 j ( j = 1, . . . , n3). For i �= j ,

φi j =

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

2n−1
1 (n1 − 1)−1Y ′

i Y j , if i, j ∈ {1, 2, . . . , n1};
−n−1

1 n−1
2 Y ′

i Y j , if i ∈ {1, 2, . . . , n1}and j ∈ {n1 + 1, . . . , n1 + n2};
2n−1

2 (n2 − 1)−1Y ′
i Y j , if i, j ∈ {n1 + 1, . . . , n1 + n2};

−n−1
2 n−1

3 Y ′
i Y j , if i ∈ {n1 + 1, . . . , n1 + n2}

and j ∈ {n1 + n2 + 1, . . . , n1 + n2 + n3};
2n−1

3 (n3 − 1)−1Y ′
i Y j , if i, j ∈ {n1 + n2 + 1, . . . , n1 + n2 + n3};

−n−1
3 n−1

1 Y ′
i Y j , if i ∈ {1, 2, . . . , n1}

and j ∈ {n1 + n2 + 1, . . . , n1 + n2 + n3}.

For j = 2, 3, . . . , n1 + n2 + n3, denote Vnj = ∑ j−1
i=1 φi j , Snm = ∑m

j=2 Vnj and
Fnm = σ {Y1,Y2, . . . ,Ym} which is the σ algebra generated by {Y1,Y2, . . . ,Ym}.
Then we have

T (3)
n = 2

n1+n2+n3∑

j=2

Vnj .

It is easy to verify that {Snm,Fnm}nm=1 forms a sequence of zero mean and square inte-

grable martingale. Then the asymptotic normality of T (3)
n can be proved by employing

Corollary 3.1 in Hall and Heyde (1980) with routine verification of the following:

∑n1+n2+n3
j=2 E[V 2

nj |Fn, j−1]
(σ

(3)
n )2

P→ 1

4
. (11)

and

n1+n2+n3∑

j=2

(σ (3)
n )−2E[V 2

nj I (|Vnj | > εσ (3)
n )|Fn, j−1] P→ 0. (12)

Thus next we prove (11) and (12) respectively.
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3.1 Proof of (11)

Verify that

E(V 2
nj |Fn, j−1) = E

⎡

⎢
⎣

⎛

⎝
j−1∑

i=1

φi j

⎞

⎠

2
∣
∣
∣
∣
∣
∣
∣
Fn, j−1

⎤

⎥
⎦ = E

⎛

⎝
j−1∑

i1,i2=1

φi1 jφi2 j

∣
∣
∣
∣
∣
∣
Fn, j−1

⎞

⎠

=
j−1∑

i1,i2=1

ci1 j ci2 j Y
′
i1E(Y jY

′
j |Fn, j−1)Yi2 =

j−1∑

i1,i2=1

ci1 j ci2 j Y
′
i1E(Y jY

′
j )Yi2

=
j−1∑

i1,i2=1

ci1 j ci2 j Y
′
i1�̃ j Yi2 ,

where ci j is the coefficient of φi j and if j ∈ [1, n1], �̃ j = �1; if j ∈ [n1+1, n1+n2],
�̃ j = �2; if j ∈ [n1 + n2 + 1, n1 + n2 + n3], �̃ j = �3.

Denote

ηn =
n1+n2+n3∑

j=2

E(V 2
nj |Fn, j−1).

Then we have

E(ηn) = 2tr(�2
1)

n1(n1 − 1)
+ 2tr(�2

2)

n2(n2 − 1)
+ 2tr(�2

3)

n3(n3 − 1)

+ tr(�1�2)

n1n2
+ tr(�1�3)

n1n3
+ tr(�3�2)

n3n2
= 1

4
(σ (3)

n )2.

Now consider

E(η2n) = E

⎡

⎣
n1+n2+n3∑

j=2

j−1∑

i1,i2=1

ci1 j ci2 j Y
′
i1�̃ j Yi2

⎤

⎦

2

= 2E(A) + E(B), (13)

where

A =
n1+n2+n3∑

2≤ j1< j2

j1−1∑

i1,i2=1

j2−1∑

i3,i4=1

ci1 j1ci2 j1ci3 j2ci4 j2Y
′
i1�̃ j1Yi2Y

′
i3�̃ j2Yi4

and

B =
n1+n2+n3∑

j=2

j−1∑

i1,i2=1

j−1∑

i3,i4=1

ci1 j ci2 j ci3 j ci4 j Y
′
i1�̃ j Yi2Y

′
i3�̃ j Yi4 .

123



On testing the equality of mean vectors 383

The term B can be further partitioned as B = B1 + B2 + B3, where

E(B1) = E

⎛

⎝
n1∑

j=2

j−1∑

i1,i2=1

j−1∑

i3,i4=1

ci1 j ci2 j ci3 j ci4 j Y
′
i1�1Yi2Y

′
i3�1Yi4

⎞

⎠

E(B2) = E

⎛

⎝
n1+n2∑

j=n1+1

j−1∑

i1,i2=1

j−1∑

i3,i4=1

ci1 j ci2 j ci3 j ci4 j Y
′
i1�2Yi2Y

′
i3�2Yi4

⎞

⎠

E(B3) = E

⎛

⎝
n1+n2+n3∑

j=n1+n2+1

j−1∑

i1,i2=1

j−1∑

i3,i4=1

ci1 j ci2 j ci3 j ci4 j Y
′
i1�3Yi2Y

′
i3�3Yi4

⎞

⎠ .

We only compute E(B3) here as E(B1) and E(B2) can be computed following the
same procedure. As μ1 = μ2 = μ3 = 0, we only need to consider i1, i2, i3 and
i4 in these three cases: (a) (i1 = i2) �= (i3 = i4); (b) (i1 = i3) �= (i2 = i4) or
(i1 = i4) �= (i2 = i3); (c) i1 = i2 = i3 = i4. Thus we obtain that

E(B3) = E(B31) + E(B32) + E(B33),

where

E(B31) = O(n−8)E

⎛

⎝
n1+n2+n3∑

j=n1+n2+1

j−1∑

i1 �=i2

Y ′
i1�3Yi1Y

′
i2�3Yi2

⎞

⎠

= O(n−5)

3∑

i, j=1

tr�3�i tr�3� j

E(B32) = O(n−8)E

⎛

⎝
n1+n2+n3∑

j=n1+n2+1

j−1∑

i1 �=i2

Y ′
i1�3Yi2Y

′
i2�3Yi1

⎞

⎠

= O(n−5)

3∑

i, j=1

tr�i�3� j�3

and

E(B33) = O(n−8)E

⎛

⎝
n1+n2+n3∑

j=n1+n2+1

j−1∑

i=1

Y ′
i �3YiY

′
i �3Yi

⎞

⎠

= O(n−6)

(
3∑

i=1

(
E(Z ′

i1�
′
i�3�i Zi1 − tr�3�i )

2 + tr2�3�i

)
)

= O(n−6)

3∑

i=1

(tr(�3�i )
2 + tr2�3�i ).
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Thus we obtain that

E(B3) = o((σ (3)
n )4).

As we can similarly get E(B1) = o((σ (3)
n )4) and E(B2) = o((σ (3)

n )4), we conclude
that

E(B) = o((σ (3)
n )4). (14)

Using the same method of deriving (14), we have

2E(A) = 1

16
(σ (3)

n )4(1 + o(1)),

which together with (13) and (14) implies

E(η2n) = 1

16
(σ (3)

n )4 + o((σ (3)
n )4).

Then we have

Var(ηn) = E(η2n) − E2(ηn) = o((σ (3)
n )4).

Therefore we obtain

(σ (3)
n )−2E

⎧
⎨

⎩

n1+n2+n3∑

j=1

E(V 2
nj |Fn, j−1)

⎫
⎬

⎭
= (σ (3)

n )−2E(ηn) = 1

4

and

(σ (3)
n )−4Var

⎧
⎨

⎩

n1+n2+n3∑

j=1

E(V 2
nj |Fn, j−1)

⎫
⎬

⎭
= (σ (3)

n )−4Var(ηn) = o(1),

which complete the proof of (11). ��

3.2 Proof of (12)

As

n1+n2+n3∑

j=2

(σ (3)
n )−2E{V 2

nj I (|Vnj | > εσ (3)
n )|Fn, j−1}

≤ (σ (3)
n )−4ε−2

n1+n2+n3∑

j=1

E(V 4
nj |Fn, j−1),
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we just need to show that

E

⎛

⎝
n1+n2+n3∑

j=2

E(V 4
nj |Fn, j−1)

⎞

⎠ = o((σ (3)
n )4).

Note that

E

⎧
⎨

⎩

n1+n2+n3∑

j=2

E(V 4
nj |Fn, j−1)

⎫
⎬

⎭

=
n1+n2+n3∑

j=2

E(V 4
nj ) = O(n−8)

n1+n2+n3∑

j=2

E

⎛

⎝
j−1∑

i=1

Y ′
i Y j

⎞

⎠

4

= O(n−8)

n1+n2+n3∑

j=2

j−1∑

s �=t

E((Y ′
j Ys)

2(Y ′
t Y j )

2) + O(n−8)

n1+n2+n3∑

j=2

j−1∑

s=1

E(Y ′
sY j )

4

= O(n−8)

n1+n2+n3∑

j=2

j−1∑

s �=t

E(Y ′
j �̃sY jY

′
j �̃t Y j ) + O(n−8)

n1+n2+n3∑

j=2

j−1∑

s=1

E(Y ′
sY j )

4.

The first term of last equation has the order o((σ (3)
n )4) which can be proved by the

same procedure in last subsection. It remains to consider the second term. As proved
in Chen and Qin (2010), we have

n1+n2∑

j=2

j−1∑

s=1

E(Y ′
sY j )

4 = O(n2)

(
2∑

i=1

(tr2(�2
i ) + tr(�4

i )) + tr2(�1�2) + tr(�1�2)
2

)

,

and

n1+n2+n3∑

j=n1+n2+1

j−1∑

s=1

E(Y ′
sY j )

4 =
n1+n2+n3∑

j=n1+n2+1

n1∑

s=1

E(Y ′
sY j )

4 +
n1+n2+n3∑

j=n1+n2+1

n1+n2∑

s=n1+1

E(Y ′
sY j )

4

+
n1+n2+n3∑

j=n1+n2+1

j−1∑

s=n1+n2+1

E(Y ′
sY j )

4

= O(n2)

(

tr2(�2
3) + tr(�4

3) +
2∑

i=1

tr2(�i�3)

+
2∑

i=1

tr(�i�3)
2

)

.

123



386 J. Hu et al.

Thus we conclude that

O(n−8)

n1+n2+n3∑

j=2

j−1∑

s=1

E(Y ′
sY j )

4

= O(n−8)

n1+n2∑

j=2

j−1∑

s=1

E(Y ′
sY j )

4 + O(n−8)

n1+n2+n3∑

j=n1+n2+1

j−1∑

s=1

E(Y ′
sY j )

4

= O(n−6)

⎛

⎝
3∑

i=1

(tr2(�2
i ) + tr(�4

i )) +
3∑

i< j

tr2(�i� j ) +
3∑

i< j

tr(�i� j )
2

⎞

⎠

= o((σ (3)
n )4).

Then the proof of (12) is complete. ��
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