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Abstract A matrix G is called a generalized inverse (g-inverse) of matrix A if
AGA = A and is denoted by G = A™. Constrained g-inverses of A are defined
through some matrix expressions like E(AE)™, (FA)"F and E(FAE)" F. In
this paper, we derive a variety of properties of these constrained g-inverses by
making use of the matrix rank method. As applications, we give some results on
g-inverses of block matrices, and weighted least-squares estimators for the general
linear model.
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1 Introduction

Throughout this paper, the symbols R"*" and C™*" stand for the two sets of all
m x n real and complex matrices, respectively; A’, A*, r(A) and R(A) stand for
the transpose, the conjugate transpose, the rank and the range (column space) of a
complex matrix A, respectively.
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For an A € C™*", the Moore-Penrose inverse of A, denoted by AT, is defined
to be the unique matrix X satisfying the four Penrose equations

() AXA = A, (i) XAX = X, (iii) (AX)* = AX, (iv) (XA)* = XA.

A matrix X € C" is called a generalized inverse (g-inverse) of A, denoted by
X = A7, if it satisfies (i), while the collection of all g-inverses is denoted by {A™}.
For convenience, let P4 = I,, — AA~ and Q4 = I, — A~ A. General properties
of g-inverses can be found in Ben-Israel and Greville (2003), Campbell and Meyer
(1991) and Rao and Mitra (1971).

In addition to the conventional g-inverse A~ of A € C™*", there are many
other types of g-inverse of A with constraints. For example, Rao and Mitra (1971,
Sect. 4.11) investigated a set of matrices induced by A

G =E(AE)", G,=(FA) F, G3=E(FAE)F, €))

where E € C"*P and F € C?*™ are two weighted matrices. These three matrices
are not necessarily g-inverses of A for given E and F'. It has been shown that

{E(AE) "} c{A™}, {(FA)FYc{A™}), {E(FAE) Flc{A™} (2
hold iff
r(AE) =r(A), r(FA)=r(A), r(FAE)=r(A) 3)

hold respectively; see Mitra (1968) and Yanai (1990). In these cases, the three
matrices are often called weighted g-inverses of A.

Constrained g-inverses of matrices occur widely in various problems in math-
ematics and statistics on weighted least-squares solutions and weighted mini-
mum norm solutions of linear matrix equations, weighted least-squares estimators
(WLSEs) and best linear unbiased estimators (BLUEs) for general linear models.
For example,

(a) Itis easy to verify by the definition of g-inverse that
{B"(ABB™) "} S {(AB)"}, {(ATAB)" A"} C{(AB)"},
{B"(A"ABB")" A"} C{(AB)"},
{B*(ABB*)"} S {(AB)"}, ({(A"AB)"A*} C{(AB)"},
{B*(A*ABB*)" A*} C {(AB)"}.
Obviously, the matrices B"(ABB~) ", (ATAB)"A~, B"(ATABB™) A™,

B*(ABB*)™, (A*AB)™ A* and B*(A*ABB*)~ A* are special cases of (1).
(b) The following set inclusions on g-inverses of block matrices hold

(PgA)™ Pp _
[[B - BA(PBA)PB“ < {4, BI"},

([0c(AQc)™. € — Qc(AQc) ACTT) € {[g] }

Clearly, (PpA)~ Pg and Qc(AQc)~ are special cases of (1).
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(c) A WLSE of X8 in the general linear model y = XB + ¢ with respect to a
nonnegative definite (nnd) matrix V can be written as

WLSE(XB) = X(X'VX) X'Vy,

where the matrix (X’VX)~ X'V is a special case of G3, see, e.g., Baksalary
and Puntanen (1989) and Rao and Mitra (1971).

(d) The weighted Moore—Penrose inverses of an m x n matrix A with respect to
a pair of positive definite matrices M and N is defined to be the unique n x m
matrix X of satisfying the following four matrix equations

(HAXA = A, (i) XAX = X, (iii) (MAX)* = MAX, (iv)(NXA)* = NXA,

and is denoted as X = A;,[y N A;,I’ N can be rewritten as

Al Ny = NTI(MIAN"DY M3,
where M2 and N2 are the positive definite square roots of M and N, respec-
tively. This expression is a special case of G3.

(e) Constrained g-inverses and the projectors associated play important roles in
instrumental variables (IV) estimation (Takane and Yanai, 1999 and three

stage least-squares estimation for regression models in econometrics, see, e.g.,
Amemiya, 1985; Davidson and MacKinnon, 2004).

Other applications of G1, G and G3 in (1) in statistics can be found in Mitra and
Rao (1974) and Yanai (1990).

Although constrained g-inverses have been studied by some authors, there are
still many problems on constrained g-inverses worth further investigation. As is
well known, the rank of matrix provides a powerful method for investigating var-
ious properties of g-inverses of matrices. Recall that AXA = A if and only if
r(A — AXA) = 0. This indicates that rank can be used to characterize g-inverses
of matrices. In this paper, we use the matrix rank method for a new investigation
of constrained g-inverses, such as uniqueness, maximal and minimal ranks, rank
invariance and range invariance of constrained g-inverses. In addition, we give
some applications of constrained g-inverses in partitioned matrices and general
linear models.

Some basic rank formulas for partitioned matrices and g-inverses due to
Marsaglia and Styan (1974) are given in the following lemma.

Lemmal Ler A € C"*", B € C"*k and C € C*". Then,
r[A, Bl =r(A) +r[(In — AA")B]l=r(B) +r[(I, — BB )A], 4)

r[é] =r(A)+r[C(I, —AA)] =rC)+r[A(L, — CC)], 5)
A B _ -
r|:C 0] =r(B)+r(C)+r[(l,— BB )A(I, —C C)], (6)

where A=, B~ and C~ are any g-inverses of A, B and C.
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In addition, we need a set of formulas for extremal ranks of linear matrix
expressions in Tian (2002a, b) and Tian and Cheng (2003).

Lemma 2 Let A € C"*", B € C"** and C € C'*". Then,

m}e(lx r(A— BX) = min{r[A, B], n], (7)
ngn r(A—BX)=r[A, B]—r(B), (8)
. A
m)e(lx r(A—BXC) =m1nir[A, B], r[c]], )
. A A B
rr}}n r(A—BXC) =r[A, B]+r|:C:|—r|:C 0]. (10)

Lemma 3 The maximal and minimal ranks of the Schur complement D — CA™ B

are given by
r|:é g:|—r(A)], (11)

max (D — CA™ B) = min [r[C, D], r [g:|,
e

min #(D — CA™B) = r(A) + r[C, D] + r[g]

=
A 0
A B A 0 B
—|—r|: :|—r|: ]—r 0 B]. (12)
C D 0 C D c D
In particular,
_ . A B
max r(CA™ B) = min [r(B), r(C), r|:C Oi|—r(A)], (13)
e
. _ A B A
min 7€) = r[& 0] =r[&] = ra, B+, (14)

Equalities (11), (12), (13) and (14) are shown in Tian (2002a), see also Tian
(2004). Many direct consequences can be derived from (11), (12), (13) and (14).
For example, by equating (11) and (12), we can obtain a necessary and suffi-
cient condition for the rank invariance of D — CA™ B. Equalities (11), (12), (13)
and (14) are powerful tools for investigating various matrix expressions involving
g-inverses. In Sect. 2, weuse (11), (12), (13) and (14) to derive a group of properties
of matrix expressions involving g-inverses.

2 Constrained g-inverses with forms E(AE)™, (FA)"F and E(FAE)"F

Recall that the general expression of A~ can be written as

A" =A"+ U (L, — AAT) + (I, — ATA) U,
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where U; and U, are arbitrary. Applying this expressions to G1, G, and G3 in (1)
gives the general expressions

Gy = E(AE)" + EUy[l,, — AE(AE)"1 4+ [E — E(AE)' AE U3, (15)

Gy = (FA)'F + Us[F — FA(FA)F1+ [I, — (FA)TFAU4F, (16)
G3 = E(FAE)'F + EUs[F — FAE(FAE)'F]1+ [E—(FAE)"FAE|UsF,

(17)

where Uy, ..., Ug are arbitrary. Clearly, G, G, and G3 are linear matrix expres-

sions that vary as functions of Uy, ..., Ug. Two other matrices associated with G

and G in (1) are given by
E(AE)” + Vill, — AE(AE)"], (FA)"F+1[I,— (FA) FA]V,, (18)

where V| and V; are arbitrary. The two matrices in (18) also occur in the expres-
sions of weighted least-squares solutions and minimum norm solutions of linear
matrix equations.

Rao and Mitra (1971, Sect. 4.11) and Yanai (1990) considered the constrained
g-inverses of the forms given in (1) and their applications when they investigated
least-squares solutions and minimum norm solutions of linear matrix equations.
Recall that a vector x is called the V-weighted-least-squares solution of the linear
matrix equation Ax = b if it minimizes

b — Ax||y = (b — Ax)*V (b — Ax), (19)

where V is an nnd matrix. As is well known, the normal equation corresponding
to (19) is A*V Ax = A*Vb. This equation is consistent and the general solution is

x0 = (A*VA) " A*Vb +[I, — (A*VA) (A*VA)]v,
where v € C"<1 g arbitrary. If b # 0, xo can be written as
x0 = {(A*VA)"A*V +[I, — (A*VA) " (A*VA)U}b, (20)

where U is arbitrary. The matrix (A*V A)~ A*V on the right-hand side of (20) is a
special case of G, in (1) with F = A*V, while the matrix

M = (A*VA)"A*V +[I, — (A*VA)~ (A*V AU

is a special case of the second expression in (18) with F = A*V. According to
Mitra and Rao (1974), the product of A and M

Pa.y © oAM= A(A*VA)TA'V +[A — A(A*VA)“(A*VAIU  (21)
is called the projector into the range of A under the seminorm || - ||y, where U is
arbitrary. This matrix is not necessarily unique. Thus, one can choose (A*V A)~
and U such that P4.y has various possible prescribed properties. Some applications
of P4.y in a linear linear model are given in Sect. 3.

Because G, G, and G3 in (1) could be regarded as some special cases of the
Schur complement D — CA™ B, we are able to use (11), (12), (13) and (14) to find
their properties, as well as the relations among G, G2, Gz and A™.

Some general results on the relations between a matrix X and A=, AA=, A”A
are given below.
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Theorem 4 Let A € C"*", X1 € C"™", Xy € C"*" and X3 € C"™". Then:
(@ mnr(X{—A")=r(A—AX A).
e
(by) min r( X, — AA7 ) =r(A — X2A) +r[X,, Al —r[X2A, A].
e

(b2) X2 € (AA7) iff r(X2) = r(A) and X»A = A.
(c1) H/}i_n r(X3—A"A)=r(A—-AX3)+r[X3, A*] —r[(AX3)*, A*].

(c2) X3 € {A~A}iffr(X3) = r(A) and AX3 = A.

Proof Results (a), (by) and (c1) are derived from (11) and (12). The details are
omitted. Results (by) and (c,) follow from (by) and (cy). a

The following two theorems are derived from Lemma 3, see also Tian (2002a,b)
for their proofs.

Theorem 5 Let A, B € C"*", Then:

(a) Amin r(AT—B )=r(A—B)—r[A, Bl —r[A*, B*]+r(A) + r(B).
- B

(b) rr)‘elx r(B— BA™B)=min{r(B), r(A—B)—r(A)+r(B)}.

(¢c) A and B have a common g-inverse iff r(A — B) = r[A, B] + r[A*, B*] —
r(A) —r(B).

(d) (A7} S {B }iff r(A—=B) =r(A) —r(B).

() (A7) = (B }iff A= B.

Theorem 6 Let A € C"*" and B € C"*P. Then:
(@) min r(AA~ — BB~ ) =max{r[A, Bl —r(A), r[A, Bl—r(B)}.
A-, B~

(b) There exist A~ and B~ such that AA~ = BB iff R(A) = R(B), in which
case, {AA”} ={BB™}.

More results on common g-inverses of two matrices can be found in Tian and
Takane (2006). We have seen from the above results that the rank of matrix is quite
useful for investigating the relations between two matrix expressions involving
variable matrices. Applying the matrix rank method to the three matrices in (1)
gives us the following results on the extremal ranks of G, G and G3.

Theorem 7 Let A € C"*" E € C" P and F € C4*"™, Then:
(a;) max r[E(AE)"] = min{m, r(E)].

(AE)~
(ap) min r[E(AE)" ] =r(AE).

(AE)~

(a3z) The rank of E(AE)™ is invariant iff r(AE) = m orr(AE) = r(E).
(a4) E(AE)” isuniqueiff E=00rr(AE) =r(E) = m.
(as) (rjlgg rl[E(AE)”A] = min{r(A), r(E)].

(a) min r[E(AE)~A] = r(AE).
(AE)~

(a7) The rank of E(AE)™ A is invariant iff r(AE) = r(A) orr(AE) = r(E).
(ag) E(AE)™ Aisuniqueiffanyoneof(i)A =0, (i) E =0, (ii))r (AE) =r(A) =
r(E) holds. In such a case, E(AE)"A € {A" A} and E(AE)"A € {EE}.
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(by) (r}]Aa;(_ rl[(FA)"F] =min{n, r(F)].
(by) min r[(FA)"F]=r(FA).
(FA)~

(b3) The rank of (FA)™ F is invariant iff r(FA) = norr(FA) =r(F).
(bg) (FA)  Fisuniqueiff F =0orr(FA) =r(F)=n.
(bs) (I;ljl)x_ r[A(FA)” F] = min{r(A), r(F)].

(bg) min r[A(FA)~"F]=r(FA).
(FA)~

(by) The rank of A(FA)™ F is invariant iff r(FA) = r(A) orr(FA) = r(F).
(bg) A(FA)™ Fisuniqueiffanyoneof(i)A =0, (i) F =0, (ii)r(FA) =r(A) =
r(F) holds. In such a case, A(FA)"F € {AA”}and A(FA)"F € {F~ F}.

(c1) max r[E(FAE)”F]=min{r(E), r(F)].
(FAE)~

(c2) min r[E(FAE)~F]=r(FAE).
(FAE)~

(c3) Therankof E(FAE)™ F isinvariantiffr(FAE) = r(E)orr(FAE) = r(F).
(c4) E(FAE)™F is unique iff any one of (i) E = 0, (ii)) F = 0, (iii) r(FAE) =
r(E) = r(F) holds.

Proof The results related to the ranks of the matrix products are derived from (13)
and (14). The uniqueness of the matrix products involving E(AE)~, (FA)™ F and
E(FAE)™F is derived from the following simple result: CA™ B is unique iff any
one of i) B =0, (ii) C = 0, (iii) R(B) € R(A) and R(C*) C R(A*) holds. The
details are omitted. |

The following theorem gives the extremal ranks of A — AG1A, A — AG1A
and A — AG3A and their consequences.

Theorem 8 Let A € C"*" E € C" P and F € C4*"™, Then:

(ay1) r[A — AE(AE)" Al =r(A) — r(AE) forany (AE)~.

(a3) min r[ATA—E(AE)"Al= min r[AAT—AE(AE)" ]=r(A)—
A, (AE)™ A~, (AE)~
r(AE).

(a3) {E(AE)"} € {A7} < thereexistA™ and (AE)™ such that A—A =
E(AE)" A & there exist A~ and (AE)™ such that AA— = AE(AE)” &
r(AE) =r(A).

(by) r[A — A(FA)"FA]l=r(A) —r(FA) forany (FA)~.

(bp) min r[AAT—A(FA)"F]= min r[AA”—(FA) " FA]l=r(A)—
A=, (FA)~ A=, (FA)~

r(FA).
(b3) {(FA)"F}C{A™} & thereexist A~ and (FA)™ suchthat AA~ =A(FA)™ F
& thereexist A~ and (FA)™ suchthat A—A = (FA)"FA & r(FA) =r(A).
(c1) r[A — AE(FAE)" FA]l=r(A) —r(FAE) forany (FAE)™.

() min r[AA-—AE(FAE)"Fl= min r[A~A—E(FAE)"FA]
A=, (FAE)~ A= (FAE)~

=r(A) —r(FAE) forany A~ and (FAE)™.

(c3) E(FAE)"F € {A™} & there exist A~ and (FAE)™ such that AA~ =
AE(FAE)™ F <thereexist A~ and (FAE)™ suchthat ATA=E(FAE)" FA
& r(FAE) =r(A). In these cases, E(FAE)™ F is unique.
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Proof From (4) and (5), we obtain

r[A — AE(AE)™ Al = r[A, AE] — r(AE) = r(A) — r(AE),

r[A — A(FA)”"FA] = r|;;4A:| —r(FA) = r(A) — r(FA).

Thus, we have (a;) and (bp). Results (ap) and (by) follow from Theorem 4(b1)
and (cyp), and (a1) and (by) of this theorem. Results (a3) and (bs) follow from (ay),
(ap), (by), (by) and (cp). Result (cy) is derived from (11) and (12). Result (¢») is
derived from Theorem 4(b;) and (c;). Result (c3) follows from (cq) and (¢cp). O

It is well known that the two products AA~ and A~ A are idempotent for
any A~. However, the product E(AE)™ A is necessarily idempotent for a pair of
matrices A and E. From Theorem 7(a;), we obtain the following result on the
idempotency of E(AE)™ A.

Theorem 9 Let A € C"*" and E € C"*P. Then the following statements are
equivalent:

(a) E(AE)™ A is idempotent for any (AE)™.
(b) r(AE) =r(A) orr(AE) =r(E), i.e., the rank of E(AE)™ A is invariant.

Proof Recall that if a square matrix M is idempotent, then r(M) = trace(M).
Hence r (M) = trace(M M ™) = trace(M~ M).If E(AE)™ A is idempotent for any
(AE)~, then

r[E(AE)” A] = trace[ E(AE)™ A] = trace[AE(AE) "] = r(AE)

for any (AE) ™, which implies that the rank of E(AE)™ is invariant. Conversely, if
r(AE) =r(A) orr(AE) = r(E), then R(AE) = R(A) or R[(AE)*] = R(E™).
Hence (AE)(AE)"A = A or E(AE)"(AE) = E, under which, E(AE)™ A is
idempotent. O

Replacing E and F in (1) with E = WA* and F = A*V, where both W and
V are square matrices, gives

G4 = E(AE)” = WA*(AWA®) ™, Gs= (FA)F = (A*VA)"A*V, (22)

Ge = E(FAE)"F = WA*(A*VAWA*)~ A*V. (23)

When V isnnd, A(A*V A)~ A*V is called the V-orthogonal projector in the litera-
ture. Yanai (1990) investigated the matrices WA* (AW A*)"Aand A(A*V A)"A*V,
as well as their relations with A™. In particular, we find the following consequences
if V and W are nnd from Theorems 7-9.

Corollary 10 Let A € C"*"  and let W € C"*" and V € C™*™ be nnd. Then:

(a)) r(WA*(AWA*)"] = r[WA*(AWA*)~ Al = r(AW) for any (AW A*)~.
(ag) WA*(AWA*)™ A is unique iff AW = 0 or r(AW) = r(A), in the latter

case,

(WA*)(AWA*)"A € {A~A}, WA*(AWA*)" A € (WA*)(WA*)").
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(b)) r[(A*VA)~A*V] = r[A(A*VA)~ A*V] = r(V A) for (A*V A)~.
(by) A(A*VA)”A*V isunique iff VA =0 orr(A*V A) = r(A*V), in the latter

cases,
AA*VA)"A*V € [AA7}, A(A*VA) A*V € ((A*V) " (A*V)).

Corollary 11 Let A € C"™*", and let W € C"*" and V € C™*™ be nnd. Then:

(a;)) WA*(AW A*)™ A is idempotent for any (AW A*)™.

(ap) r[A — AWA*(AWA*)~ A] = r(A) — r(AW) for any (AW A*)™.
(az) (WAT(AWA")T} C{AT} & r(AW) =r(A).

(by) A(A*V A)~ A*V is idempotent for any (A*V A)~.

(by) r[A — A(A*VA)"A*VA] =r(A) —r(VA) forany (A*VA)~.
(b3) {(A*VA)"A*V} C{A7} & r(VA) =r(A).

3 Some applications

Many consequences and applications can be derived from the previous theorems.
In this section, we first give some results on g-inverses of block matrices.

Theorem 12 Let A € C"*", B € C"* and C € C*", and let M = I:é g:l
Then

rlA—A(PgA)” PgAl = r[B — B(PAB)” PyB] = r(A) +r(B)—r[A, B]
(24)
rlA—AQc(AQc) Al =r[C = CQ4(CQA) Cl=r(A) +r(C)—r[A", C]
(25)

r[A—AQc(PpAQc)” PpAl =r(A) +r(B) +r(C) —r(M)  (26)

hold for any (PAB)~, (PRA)~,(AQc)™, (CQ4)” and (PpAQc)~. Hence,
(1) The following statements are equivalent:

(a) {(PpA)” Pp} S {A}.
(b) {(PaB)” Pa} S {B}.

(PpA)~ Pp -
o [ B o,

(d) R(A) NR(B) = {0}.

(i) The following statements are equivalent:
(@) {Qc(AQc)"} S {A™}
() {Qa(COA)} S {CT}

© [10c(A0c)™, QACQ) ) [[é] ]

(d) R(A*) N R(C*) = {0}.
(iii) The following statements are equivalent:
(@ {Qc(PpAQc) P} S {A™}.
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Qc(PpAQc) Pp 0QaA(CQA)” A B|
® ” (PAB) Ps 0 HEHC 0} ]

(¢) R(A)NR(B) = {0} and R(A*) NR(C*) = {0}.
Proof Equation (24) follows from Theorem 8(a;) and (4); (25) follows from The-

orem 8(bp) and (5); (26) follows from Theorem 8(cy) and (6). It is easy to verify
that

[A. B]—[A. B] [gig;‘ﬁﬂ [A. B]

=[A— A(PgA)” PgA, B — B(PsB) PasB].
Hence

(PgA)~ Pp

[A’B][(PAB)_PA:| [A,B] =[A,B] & A(PpA) PpA=A,

and B(P4B)” P4B = B.

The equivalences in (i) follow from this equivalence and (24). The equivalences in
(i1) and (iii) can be shown similarly. a

Note from Sect. 1 that the two matrices B*(A*ABB*)~ A* and
BY(ATABBT)~AT are special cases of G3 in (1), and the set inclusions

(B*(A*ABB*)” A"} C {(AB)"} and {BT(ATABB")" AT} C {(AB)"}

hold. In these cases, it is of interest to find the relation between the two matrix sets
{B*(A*ABB*)~ A*} and {BT(ATABBT)~ A"}. A further investigation yields the
following result.

Theorem 13 Let A € C™*" and B € C™ ™ be given. Then the following set
equality holds

{B*(A*ABB*)~A*} = (BT (ATABB")~A"}. (27)

Proof Equality (27) is obviously equivalent to

min  r[B*(A*ABB*)”A* — BT(ATABBT)~AT] =0, (28)
(ATABBT)~
min  r[B*(A*ABB*)"A* — BT(ATABB")~AT] = 0. (29)

(A*ABB*)~
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By (12), R(M") = R(M*) for any M and elementary block matrix operations

min  r[B*(A*ABB*)~A* — BT(ATABBT)~ AT

(ATABBY)~
_ T T T %A% *\— A% A%
=r(A"ABB") +r[B", B*(A*ABB*)" A ]+r|:B*(A*ABB*)_A*:|
ATABB' At _,[aTaBBT 0 At
BT B*(A*ABB*)A* 0 BT B*(A*ABB*)” A*
ATABBT 0
—r 0 At
BT B*(A*ABB*)~ A*
T_aAt * * *\— A ¥
=r(AB)+r(B)+r(A)+r[B?TA A'ABB E)A ABB") Ai|—2r(A)—2r(B)

= r(AB) + r[A* — A*ABB*(A*ABB*)” A*] — r(A)
= r(AB) + r[A*, A*ABB*] — r(A*ABB*) — r(A) by (4)
=0,

establishing (28). Equation (29) can be shown similarly. m|

In the remaining of the section, we give some results on the WLSE of the
parametric function X in the general linear (Gauss—Markov) model

y=XB+e, (30)
where X € R"*” is a known matrix, y € R"*! is an observable random vector
with the expectation vector E(y) = XB and the covariance matrix Cov(y) = %,
B € RP x1 is a vector of unknown parameters, and ¥ € R"™*" is an nnd matrix,
known entirely except for a positive constant multiplier. The general expression
of the WLSE of the parametric function X with respect to an nnd V € R™*" ig
given by

WLSE(XB) = Px.vy, (31
where

Pxy =XX'VX) X'V4+[X-XXVX) " (X'VX)IU (32)

with U € RP*" arbitrary. The expectation and the covariance matrix of WLSE(X )
are given by

E[WLSE(Xf)] = Px.y X8 and Cov[WLSE(XB)] = o>Px.yEPy.y. (33)

Because the equality Py.y X = X does not necessarily hold for a given U in (32),
WLSE(Xg) in (31) is not unbiased for X in (30) for a given projector Px.y .
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Theorem 14 Let the general linear model be as given in (30), and Px.y be as
given in (32). Then

max r(Px.y) = r(X), 34)
min r(PXIV) = I"(VX), (35)
max r{Cov[WLSE(XB)]} = min{r(X), r(X)+r(ZVX)—r(VX)}, (36)
min 7{Cov[WLSE(XB)]} = r(ZVX). 37

Hence,

(a) The following statements are equivalent:
(1) The rank of Px.y is invariant.
(i1) Px.y is unique.
(i) r(VX) =r(X), ie, R(X'V) = R(X').
In these cases, the WLSE(XB) can uniquely be written as

WLSE(XB) = X(X'VX)'X'Vy
with EfTWLSE(XB)] = XB and
Cov[WLSE(XB)] = a2 X (X'VX) X' VEVX(X'VX) X'

(b) The following statements are equivalent:
(1) The rank of Cov[WLSE(Xp)] is invariant.
1) r(ZVX)=r(X)orr(VX) =r(X).

Proof Applying (7), (8) and elementary block matrix operations to Px.y gives

I[I)lxézl‘)/( r(Px.y) = mﬁxr{X(X/VX)’X’V —[X - XX'VX)"(X'VX)]U}
=r[XX'VX) X'V, X - XX'VX)"(X'VX)],
and
g}l{lrvl r(Px.v)

= n}]in HXX'VX) " X'V-[X-XXVX) (X'VX)IU}
=r[XX'V) X'V, X-XX'VX)"(X'VX)]-r[X—=XX'VX)"(X'VX)].

By (5), the ranks of the two matrix expressions reduce to

FIXX'VX)" X'V, X - XX'VX)"(X'VX)]

[ xx'v~x'v X ,
—r[ 0 X'VX —r(X'VX)

0 X
= ’[X’VX(X’VX)—X’V 0} —r(vx)

=r(X)+r[X'VXX'VX) " X'V]-r(VX) =r(X),
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and

X —X(X'VX) (X'VX)] = r[x

/}‘(/Xi| —r(X'VX) =r(X) —r(VX).

Hence we have (34) and (35). Because X is nnd, we obtain from (33) that
r{Cov[WLSE(XB)]} = r(azPX;vEP,/(:V) =r(Px.yX).
Applying (9), (10) and elementary block matrix operations to Px.y X gives
max r{Cov[WLSE(XB)]}
Px.y
= max HXX'VX) " XVE-[X-XXVX)y " X'V)IUZ}

=min[r[X(X/VXrX/vz,X—X(x/vxr(x/vxn, r[x(x/v’g_x/vﬂ],

(38)
and
Iglin r{Cov[WLSE(Xp8)1}
XV

= mUin HXX'VX)y XVE-[X-XXVX)"X'V)IUZ}

— F[X(X'VX) X'VE, X — X(X'VX) (X'VX)] +r[x<x/vxz)—x/vz }

_r|:X(X VXE)—X VE X — XX v(f()—(x VX)} (39)

By (4) and (5),

FIXX'VX) " X'VE, X - XX'VX) " (X'VX)] =r(X) +r(ZVX) — r(VX),
vy v g,

r[X(X'VXE)X'VE X- X(X’VOX)(X’VX)} = (D) +r(X) = r(VX).

Substituting these three rank equalities into (38) and (39) gives (36) and (37). The
equivalence of (i), (ii) and (iii) in (a) follows from equating (34) and (35). The
equivalence of (i) and (ii) in (b) follows from equating (36) and (37). a

It can be seen from (32) and (33) that if Py.y is unique, then the product
Px.vX P)’(:V in Cov[WLSE(Xp)] is unique, too. However, the contrary is not true.
An open problem is to give necessary and sufficient conditions for Py.y X Py.,, to
be unique.
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