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A b s t r a c t .  In this paper, we a t t empt  to characterize a d is t r ibut ion by means of 
E[r I Xk:,~ : z] = g(z), under  some mild condit ions on r  and g(.). An 
explicit result is provided in the case of s = 1 and a uniqueness result is proved in 
the case of s = 2. For the general case, an expression is provided for the condi t ional  
expectation. Similar results are proved for the record values, bo th  in the cont inuous 
as well as in the discrete case (weak records). 

Key words and phrases: Adjacent  order statistic, failure rate, uniqueness theorem, 
continuous and discrete record values. 

1. Introduction 

Let Xl, )(2,-.., Xn be a random sample of size n from an absolutely continuous 
distribution function F(-) and probability density function f( .) .  Let Xl:n < X2:n < 
�9 "" < X n : n  be the corresponding order statistics. 

There is a vast literature on characterizing a distribution by means of the conditional 
expectation of Xk+l: ,  (or its function) given Xk:,.  More specifically, Franco and Ruiz 
(1999) characterized a distribution by means of 

E [ r  L Xk:  : z] : g ( z ) ,  

under some mild conditions on r and g(.). This general result contains some special 
cases. For example, Khan and Abu-Salih (1989) characterized the distribution when 
g ( x )  : c r  d. Ouyang (1995) considered the case when g ( x )  = h ( x ) +  c, where h(.) is 
differentiable and its derivative is continuous. Historically, Ferguson (1967) characterized 
the distribution when r  : x and g ( x )  - -  a x  + b. 

The problem of characterizing a distribution by the conditional expectation of non- 
adjacent order statistics is rather complex. The general problem is to characterize a 
distribution by means of 

I Xk:n = z] : g ( z ) ,  

under some appropriate conditions on r and g(-). Attempts in this direction have 
been made by several authors who could provide solution only in some special cases. For 
example Dembinska and Wesolowski (1998) characterized the distribution by means of 
the equation 

E [ X k + ~ : ~  1 X k : ~  = z] = a z  + b. 
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They used a result of Rao and Shanbhag (1994) which deals with solutions of ex- 
tended version of integrated Cauchy functional equation. The same result was proved 
by Lopez-Blaquez and Moreno Rebollo (1997) by using the solution of a polynomial 
equation, see also Franco and Ruiz (1997). A special case when s = 2 was considered 
by Wesolowski and Ahsanullah (1997). It may be remarked that Rao and Shanbhag's 
(1994) result is applicable only when the conditional expectation is a linear function 
of Xk:n. However, the following result can be easily established, following the steps of 
Dembinska and Wesolowski (1998). 

The distribution can be characterized by means of the equation 

I Xk:  = z] = r  + b. 

Some other papers dealing with the characterization of distributions based on non- 
adjacent order statistics include Wu and Ouyang (1996, 1997), Wu (2004) and Franco 
and Ruiz (1997). 

The present paper makes an a t tempt  to solve the general problem described earlier. 
More specifically, we want to characterize a distribution by means of 

I xk:  = z] = g ( z ) .  

For this purpose, we derive an expression for E [ r  I Xk:n  = z]. For s ---- 1, we 
are able to obtain the expression in closed form. This is a generalization of Ouyang (1995) 
and unifies several results, available in the literature, for adjacent order statistic. For 
s - 2, we are able to show that the above relation determines the distribution uniquely. 
Before proceeding further, we present, in Section 2, an expression for E[r [ 
Xk:  = z]. 

Because of the relationship between the order statistics and the record values, see 
Gupta  (1984), one would expect similar characterization results based on the record 
values. The record values are defined as follows: 

Let X1, X2, . .  �9 be a sequence of independent identically distributed random variables 
with continuous distribution function F(.) .  Let us define U(1) = 1 and for n > 1 

U ( n )  = min{k > U ( n  - 1): Xk > Xu(n-1)}. 

The upper record value sequence is then defined by 

R ~  = X u ( n ) ,  n = 1 , 2 , . . . .  

In this connection, Nagaraja (1977, 1988) obtained a characterization result based 
on the linear regression of two adjacent record values. More specifically, he characterized 
the distribution based on the property 

E ( R k + I  I R k  = z)  = az  + b. 

Other characterizations based on conditional expectation of non-adjacent record 
values can be seen in Raqab (2002), Wu (2004) and Wu and Lee (2001). Lopez-Blaquez 
and Moreno Rebollo (1997) considered this problem for non-adjacent record values under 
some stringent smoothness assumptions on the distribution function F(.) .  Dembinska 
and Wesolowski (2000) characterized the distribution by means of the relation 

E ( R k + s  I R k  = z)  ---- a z  § b. 
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They used a result of Rao and Shanbhag (1994) which deals with the solution 
of extended version of integrated Cauchy functional equation. As pointed out earlier, 
Rao and Shanbhag's result is applicable only when the conditional expectation is a 
linear function. However, the following result can be established immitating the steps of 
Dembinska and Wesolowski (2000), see also Ahsanullah and Wesolowski (1998). 

The distribution can be characterized by means of the equation 

E ( r  I Rk = z) = r  + b. 

In Section 4, we shall a t tempt to characterize the distribution by means of the 
relation 

E ( r  I R k  = z) = g(z) ,  k, s > 1. 

The cases of s = 1 and s = 2 are solved, while for other cases, the problem be- 
comes complicated because of the nature of the resulting differential equation. Section 5 
contains similar results for the discrete case. Some other papers for the discrete case 
include Franco and Ruiz (2001), Lopez-Blaquez and Wesolowski (2001) and Wesolowski 
and Ahsanullah (2001). 

It may be remarked that probably the results of this paper can be extended for 
mixtures of distributions. 

2. Conditional expectation 

Noting that the distribution of Xk+s: n I Xk:n is the distribution of the s-th order 
statistic in a sample of size n - k from a truncated distribution given by 

G(x)  = F ( x )  - F ( z )  
Y(z) , z > z, 

where F ( z )  = 1 - F ( z ) ,  we get the pdf  of Xk+s:n given Xk:n = z as 

This gives 

V( _:F(z)18-1 
(s - l ~ n - k  - s)! [ F (z )  J [ F ( z ) J  F--~" 

(2.1) E[r l Xk:n = z] 

(n - k)! fz ~ r  - F(x)]  s-1 [ - f f ( x ) ]n-k -S f (x )dx  

( s -  1 ) ! ( n -  k -  s)! 

To simplify (2.1) further, we proceed as follows: 
Define 

I j  = ( s -  j ) ! (n~ -  k - s  + j - 1)! 

This gives 

(2.2) 

[y(z)]n-k 

I/)(X) I F ( z )  - "-if(x)] s- j  ['-if(z)] n-k-s+j-1 f (x)dx.  

(n- k)! f~  z, - ( 4 -  ~ _- i)~ .,~ r  

Z = r  ~-k  + r 
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(2.3) 

(2.4) 

We now assume tha t  j < s. In tha t  case 

(n - k)! 
Ij = ( s -  j ) ! ( n -  k -  s + j - 1 ) !  

• f f f r  - ~(x)]8-J ( -d(~(x))n-k-8+~~-~-~u ) 

( n - k)! 

( s - j ) ! ( n -  k -  s + j ) !  

• 1 6 2  [Y(z) - Y(~)I 8-j { - (Y(x ) )  "-k-8+~ } I~ 

( n -  k)! 
i s -  j ) I ( n -  k -  s + j ) !  

5 • [~(~)l~-k-~+J [r - ~(x)]~-~ 

+ r  - j ) [F(z)  - T ( ~ ) l ~ - J + l f ( ~ ) l d x  
_ ( n - k)! / c ~  
-- ( s -  j)!(n k - -  s + j)! j z  [-F(x)ln-k-s+Jr - -F(x) lS-Jdx  

(,~ - k ) !  
+ 

i s - j  - 1 ) ! ( n -  k -  s + j ) !  

/? x r  - -~(x)F-~-l f (x)dx 

(n - k)! 
( s -  j ) ! ( n -  k -  s + j ) !  

/? x [-f(x)ln-k-s+Jr - F i x ) l S - J d x  + Ij+l. 

This  is a recurrence relat ion which will be helpful in deriving the desired expression. 
Not ing tha t  E[r l Xk:,~ = z] = I1/["F(z)] n-k,  we have 

E[r l Xk:,~ = Z] 
( n  - k ) !  

(s - 1)!(n - k - s + 1)![-F(z)] n-k 

/? x [-fi(x)ln-k-8+lr - -F(x)]~-ldx + h .  

Using the  recurrence relat ion (2.3) repeatedly,  we can write 

E[r I Xk:~ = z] 

1 ~-1 (n - k)! f ~  
= -- ~ i!(nL-'k - -  i)! J~ [fi(X)ln-k-iO'(X)[-F(z) -- -F(x)]idx 

[F(z)l~-k : 
~ at 

1 r 
+ r + [~(z)l~-k 



. 

CHARACTERIZATIONS-NONADJAC ENT O R D E R  STATISTICS 

The characterization results 

By using (2.4), the general result 

E [ r  I X k : ~  = z] = g ( z )  

becomes 

( 3 . 1 )  

or  

(3 .2 )  

725 

s--1 (n  -- k)!  f c ~  
~ i!(n---k---i)! [-F(x)]~-k-ir - -F(x)]idx d~ 

+ r  

= ( g ( z )  - r  - k  

~-~ (n-k)! ~ fff fff E~=I i!(n L-- Ir i)! j~0 [~(z)ld.= [--fi(X)]"--k--Jr + r 

= ( g ( z )  - r  - k .  

Differentiating the above w.r.t, z, we get 

~ i!(~--~:-- i)! (-1)~-J-t[-f(z)]n-kr 
i= l  j=0  

-j [~(zllJ-' S(z) f~ ( -  1)~-~ [~(x)p-~-Jr 
_ [ ~ ( z ) ] n - k ~ , ( z )  

= ( d ( z )  - r  - k  - (g(z)  - r  - k)[-~(z)p-k- l f ( z ) .  

We now prove two characterization results. 

THEOREM 3.1. Under the assumptions stated earlier E[r t Xk:n : z] : 
g(z) determines the distribution. 

PROOF. The proof can be established by using equation (3.1), for s : 1, and 
expressing r(z) in terms of g(z) as 

g ' ( z )  
(3.3) r(z) = (n - k ) (g(z ) ' -  r  

where r(z) = f ( z ) / F ( z )  is the failure rate. 
Thus g(z) determines the distribution. [] 

Note that  for the case g(z) -- r  + c, see Ouyang (1995), we get 

r  
(3.4) r(z) - c ( n -  k)" 
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For another expression, see Franco and Ruiz (1995, 1999) and Khan and Abu-Salih 
(1989).  

Before presenting the next result, we state the following uniqueness theorem and its 
corollary whose proof can be found in Gupta  and Kirmani (2004). 

THEOREM 3.2. Let the funct ion  f be defined and continuous in a domain  D C R 2, 
and let f satisfy a Lipschitz  condition (with respect to y) in D, namely 

(3.5) If(x,m) - f ( x , y 2 ) [  <_ K } y l  - Y21, K > 0, 

f o r  every point (x, y:)  and (x, y~) in D. Then the funct ion  y = r satisfying the initial 
value problem y' -- f ( x ,  y) and y(xo)  = Yo, x E R is unique. 

COROLLARY 3.1. I f  f and ~ are continuous in D, then the solution y = r is 

unique in R 2. 

We are now able to present our  second characterization result. 

THEOREM 3.3. Under the assumptions stated earlier E[r  [ Xk:n = Z] = 
g(z)  determines the distribution. 

PROOF. 

(3.6) 

For this case, (3.1) becomes 

- ( n  - k ) f ( z )  f ~ 1 7 6  
dz 

= g ' ( z ) [ - F ( z ) ]  ~ - k  - ( g ( z )  - r  - k ) [ - f ( z ) ] ~ - k - i f ( z ) .  

f, (z) _ r' (z) r (z), 
f ( z )  r ( z )  

equation (3.7) can be wri t ten as 

[r ' ( z )  r(z)] = g"(z )  - 2(n - k )g ' ( z ) r ( z )  + (n - k ) (n  - k - 1 ) r2(z ) (g(z )  - r  
g'(z)  Lr(z) - 

Using the fact that  

Differentiating (3.6) once more w.r.t, z, we get 

[ g'(z)  ~ ~)]"-k _ _ r  
f ' ( z )  . i f ( z ) [  ( ( n -  k ) ~ ( z ) l ' ~ - k - l ( g ( z )  

J 

+ ( n -  k ) f ( ~ ) [ ~ ( ~ ) l " - k - : r  
= g"(z)[-F(z)] n - k  - g ' ( z ) ( n  - k ) F f ( z ) ] n - k - l f ( z )  

--  (Tt - -  k ) { f t ( z ) ( g ( z )  - ~ ) ( z ) ) [ ' F ( z ) ]  n - k - 1  ~" f ( z ) ( g t ( z )  - ~ ) ' ( z ) ) [ - -F ( z ) ]  n - k - 1  

- f 2 ( z ) ( g ( z )  - r  - k - 1 ) [Y(z ) ]~ -k -2} .  

Simplifying the above equation, we get 

(3.7) f ' ( ~ ) g ' ( z )  = g" (z )  - 2(n - k ) g ' ( z ) r ( z )  
f ( z )  " 

+ (n - k ) (n  - k - 1 ) r2(z ) (g(z )  - r  
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o r  

(3.s) 
r'(z) 

g ' ( z )  r- ~ + (2 , ,  - 2k  - 1 ) g ' ( z ) r ( z )  

= 9"(z) + (~ - k)(n - k - 1)r~(z)(g(z) - r  

This expresses r'(z) as a function of r(z) and the known functions. By the corollary 
of the uniqueness theorem, s ta ted  above, the above equation has a unique solution in 
r(z). [] 

4. Record values characterization results 

In this section, we shall characterize the distr ibution by means of condit ional  ex- 
pectat ion of record values. 

As explained in the introduction,  let {Rd, j = 1, 2 , . . . }  be the sequence of upper  
record values. Then  we have the following result. 

THEOREM 4.1. Let {X j , j  = 1 , 2 , 3 , . . . }  be a sequence of independent identically 
distributed random variables with absolutely continuous (w.r.t. Lebesgue measure) dis- 
tribution function F(x) and probability density function f(x).  Let {Rd, j = 1, 2, 3 , . . . }  
be a sequence of upper record values. Then the condition 

(4.1) E[r I R~ = zl = g(z), 

where k, s > 1, g(z) is twice differentiable and r is a continuous function, determines 
the distribution uniquely. 

PROOF. It can be verified tha t  

(4.2) E[r l Rk = z] = ~o~ r R(z)] s-1 
-~(z )  d(-F(x)), 

where R(x) = - l n F ( x ) .  

Case s = 1. InXthis case, using the above two equations, we obta in  

E - (4.3) r  = g(z)F(z). 

Differentiating bo th  sides of (4.3) with respect to z and simplifying, we obta in  

(4.4) r ( z ) -  f(z) _ g'(z) 
r ( z )  g ( z ) - r  

where r(z) is the failure rate of the original distribution. Hence the result. 

Case s = 2. In this case, we obtain 

- 

(4.~) ~(x)[R(x)  - n ( z ) l f ( x ) d x  = g(z)F(z) .  
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Differentiating both sides of (4.5) with respect to z, we obtain 

(4.6) - r  = 9'(z) (F(z))2 g(z)-F(z). 
f ( z )  

Differentiating both sides of (4.6) with respect to z and simplifying, we obtain 

(4.7) r  2 = 9"(z) - 39'(z)r(z) - 9'(z) f (  ) + g(z)(r(z)) 2. 

Using the relation 

(4.8) 

equation (4.7) can be written as 

f'(z) r'(z) 
f(z) r(z) 

r(z), 

(4.9) 9 ' ( z ) ~  + 2g'(z)r(z) = g"(z) + (r(z))2(g(z) - r(z)) = O. 

Thus r'(z) has been expressed in terms of functions of r(z) and the known functions. 
Therefore, by the corollary of the uniqueness theorem stated earlier, r(z) is uniquely 
determined. This completes the proof. 

General case. For the general case, the problem becomes more complicated because 
of the nature of the resulting differential equation. [] 

5. Characterization through weak records 

Let X1, X2 , . . .  be a sequence of independent identically distributed random variables 
taking values 0, 1, 2 , . . . ,  N,  N _< oc with a distribution function F such that F(n) < 1 
for n = 0, 1 ,2 , . . .  and E(X1 ln(1 + Xx)) < c~. Define the sequence of weak record times 
V(n) and weak record values Xv(n) as follows: 

(5.1) V(1) = 1, V ( n + l ) = m i n { j > V ( n ) : X j > X v ( n ) } ,  n =  1,2, . . . .  

If we replace the sign > by > in (5.1), then we obtain record times and record 
values. Let 

Pi = P(X1 = i), qi : Pi -t- Pi+l -t- . . .  -t- PN. 

Then the joint mass function of Xv(1), Xv(2), �9 �9 �9 Xy(n) is given by 

(5.2) 
. - 1  

P(Xv(1) = k l ,Xv(2)  : k 2 , . . . , X v ( n )  = kn) : H (Pk__s Pk~, 
i=l \ qk~ / 

see Aliev (1999) for details. 
We now present the following result. 

THEOREM 5.1. Let X 1 , X 2 , . . .  be a sequence of independent identically distributed 
random variables taking values 0, 1, 2 , . . . ,  N,  N < oc with a distribution function F such 
that F(n) < 1 for n = 0, 1, 2 , . . .  and E(X1 ln(1 + X1)) < oc. Let XV(n) be a sequence of 
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weak record values as stated above. Then the condition E[r  ) I Xv(n)  = j] = g( j )  
determines the distribution. 

and 

PROOF. It can be  verified tha t  

P(Xv(n+I )  -~ Y I Xv(n)  = x) = PY, 
qx 

y > x ,  

Taking the first order differences, we have 

(5.6) 

Thus  

o r  

(5.7) 

qJ Since qj = qj-1 

(5.8) 

Also from (5.6), 

. q j - 1  

q j - 2  

o r  

(5.9) 

Thus (5.8) can be  wri t ten  as 

(5.10) 

g(j )qj  - g ( j  + 1)qj+l --- r  

g(j)qj  - g( j  + 1)(qj - pj) ---- r  

g( j  + 1) - g(j)  q 
PJ = g( j  + 1) r  3- 

. . . ( l l  qo' qo ---- 1, we have 

g( j  + 1 ) -  g(j)  "W (qk+l  
PJ = g( j  + 1) r  ~__~ \--~--k / " 

g ( j )q j  - g ( j  + 1 ) q j + l  = r - (]3"+1) 

qj+l _ g ( j )  -- r  
qj g ( j  + 1) -- r  

] PJ = g(X + i) r [g(k + I) ---~k) " 
[] 

N 
1 ~ r  (5.3) E[r  I Xy(n)  = j] = -~j k=j 

The right hand side of the above equat ion is independent  of n, so we can take 
wi thout  loss of generali ty 

(5.4) E[r  I X y o )  -- j] =- g(J). 

Then equat ion (5.3) can be wr i t ten  as 

N 

(5.5) g(J)qJ = E r  
k = j  
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We now present the following example. 

Example 5.1. Let g(j) = j 4- b, N = oo and r  = j .  
In this case 

P J -  l + b  ~ - b  ' j = 0 , 1 , 2 , . . .  

i.e., X ' s  are dis tr ibuted as geometric. 

We now present the following extension. 

THEOREM 5.2. Let X 1 , X 2 , . . .  be a sequence of  independent identically distributed 
random variables taking values O, 1, 2 , . . . ,  N ,  N < oo with a distribution function F such 
that F(n) < 1 for n = O, 1 ,2 , . . .  and E(X1 ln(1 4- X1)) < c~. Let Xy(n) be a sequence 
of weak record values as before. Then the condition E[r I Xy(n) = j] = g(j) 
determines the distribution. 

PROOF. It can be verified t ha t  

k 

(5.11) P(Xv(n+2) = k I Xv(n) = j)  = p__kqj ~=. p_L~,q,, j < k < N. 

The right hand  side of the above equation is independent  of n. So we can take 
wi thout  loss of generality 

1 N pr N 
(5.12) E[r  = j ]  = qJ =" q~ E r  

k~-r 

see Wesolowski and Ahsanullah (2001). 
This along with  the hypothesis  gives 

(5.13) g(j)q2 
Pj 

N 

g(j  + 1)qjqj+l = E r  
PJ k=l 

Taking the first order difference, we get 

(5.14) 
g(j)q2 _ g(j  + 1)qjqj+l 2 g(j  + 1)q~+l - g(j  + 2)qj+lqj+2 

Pj P j+l 
= r  

Dividing by qj using r(i) = qi/qi+l (r(i) - 1 = Pi/qi+l), we obtain 

(5.15) 
g(j)r2(j)  - g( j  4- 1)r( j )  g(j  4- 1)r( j  4- 1) - g(j  4- 2) 

r(j) - 1 r( j  4- 1) - 1 
-= r  

Let h(j) = 1/ ( r ( j )  - 1) = qj+l/Pj.  We obtain on simplification, from (5.15). 

h( j  4-1) = g(J) - g(j  4-1) . . (hO) + 2) + 
g(y)  - r  1 

(5.16) g(j  4- 1) - g(j  4- 2) h ( j )  
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The general solution of (5.16) for h(j) is difficult. However, for selected values of 
9(j) and r  solution of (5.16) for h(j) can be obtained. For example if 9(j) = j + 5 
and r  = j ,  then h(j) = 5/2. 

Once a solution of equation (5.16) is obtained, pj can be obtained as follows: 
Let h*(j) be a solution of (5.16), then 

1 qj+l qj 
PJ - h* (j) qj qj-  1 

Thus 

(5.17) 

ql 
q 0 = l .  

qo ' 

j - 1  
1 kl~ ~ h*(j) 

P J -  h*(j) = h*(j) + l" 
[] 

The following example illustrates the procedure. 

Example 5.2. If g(j) = j + b, N = oo and r  = j ,  then  h*(j) = b/2 and 

PJ-- b + 2  , j = 0 , 1 , . . .  

i.e., X's  are distr ibuted as geometric. 
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