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A b s t r a c t .  We give a general result to characterize a multivariate distribution from 
a relationship between the left truncated mean function and the hazard gradient 
function. This result allows us to obtain new characterizations of multivariate dis- 
tributions. In particular, we show that, for the multivariate normal distribution, the 
simple relationship, obtained in standardized form by McGill (1992, Communica- 
tions in Statistics. Theory Methods, 21(11), 3053-3060), actually characterizes the 
multivariate normal distribution. 
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1. Introduction 

Let X = ( X 1 , . . . , X n ) '  be a random vector with density f ( x )  and mult ivar ia te  
reliability (survival) funct ion 

R ( x )  = P r ( X  > x) = Pr(X1 _> X l , . . . ,  Xn ~ Xn) 

for x = ( X l , . . . , x n ) '  E R ~. 
The  mult ivar ia te  left t runca ted  mean  is defined by 

m ( x )  = E ( X  I X  > x) = ( m l ( x ) , . . . , m n ( x ) ) '  1/ /C 
m i ( x )  - R ( x )  , . . .  x J ( x l , . . . , x n ) d X l " " d x n  

1 

and it is equivalent to the mult ivar ia te  mean residual life e(x) = re(x) - x in t roduced  by 
Jupp  and Mardia  (1982) (see also Arnold and Zahedi (1988) or Shaked and Shan th ikumar  
(1991) for another  dynamic  definition). It is well known tha t  re(x) (or e(x))  uniquely 
determines  R ( x )  (see Johnson and Kotz  (1975), Shanbhag and Kotz  (1987) and Ruiz et 
al. (1993)). 

The  mult ivar ia te  hazard  (failure) gradient was defined by Johnson  and Kotz  (1975) 
and Barlow and Proschan (1975) f rom 

h(x)  = - V l o g R ( x )  = ( h l ( X ) , . . . , h n ( x ) ) '  
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R(x) R(x) 

, . . . ,  

1 Oxn 

as the multivariate extension of the hazard (failure) rate function. The meaning is similar 
to the univariate case 

h~(x) = lim Pr(X1 _> x l , . . . , x i  < Xi < x~ + h , . . . , X n  >_ Xn) 
h-~0 hPr(X1 > x l , . . . , X i  > x i , . . . , X ~  >_ xn) 

= lim Pr(X~ < xi + h I Z l  > X l , . . . , X i  > x ~ , . . . , X n  > xn ) /h  
h--*0 

that is, the punctual failure probability for the i-th component when all the compo- 
nents are working and have age xi, i = 1, . . .  ,n. Note that g(t) = h i ( X l , . . . , X i _ l , t ,  
x i + l , . . . ,  xn) is the failure rate for the conditional random variable 

(Xi I X1 ~ X l , . . . , X i _  1 ~_ Xi_l ,Xi+l ~ X i + l , . . . , X n  ~ Xn). 

Marshall and Olkin (1979) showed that h(x) also uniquely determines R(x) and 
Block (1977) used this function to obtain the multivariate increasing/decreasing failure 
(hazard) rate classes (MIFR and MDFR). Basu (1971) and Puri and Rubin (1974) 
defined the multivariate hazard function by f ( x ) / R ( x )  while Shaked and Shanthikumar 
(1987) preferred a dynamic definition. 

Kotz and Shanbhag (1980) characterized the univariate normal distribution by 

(1.1) re(x) = , +  2h(x). 

In Ruiz and Navarro (1994), a general way to obtain f ( x )  from 

m(x)  = k +  q(x)h(x) 

is given. This result allows us to obtain some useful characterizations for distributions 
without an explicit expression for h(x) or re(x) (as in the case of the univariate normal 
distribution). 

In the multivariate case, Ma (1998) and Asadi (1998, 1999) (see also the references 
given there) characterized the distribution function from different relationships between 
reliability functions. McGill (1992), Gupta and Gupta (1997) and Ma (2000) studied 
the hazard gradient for the multivariate normal and Roy and Mukherjee (1998) studied 
the extensions of univariate life distributions from reliability properties. 

The purpose of this paper is to extend the results of Kotz and Shanbhag (1980) and 
Ruiz and Navarro (1994) to the multivariate case. 

2. The main result 

First, we obtain the characterization for the multivariate normal distribution. 

THEOREM 2.1. If  X is a multivariate random vector with density f (x) ,  left trun- 
cated mean re(x) and hazard gradient h(x), then X has a (non degenerate) multivariate 
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normal distribution with mean # and variance-covariance matrix V = (0.ij) (Nn(#, V)) 
if, and only if 

(2.1) m(x)  = ~ + Vh(x)  /or  x �9 R ~. 

PROOF. Le t  us s u p p o s e  t h a t  X --  Nn(/*,  V) ,  t h e n  

(Xl I )(2 = X2, . . .  ,Xn  = Xn) ~ N l ( P l  q- V12V~1(y - ~ty), 0"11 - V12V221V21) 

where  y = ( x 2 , . . . ,  x , ) ' ,  p y  = ( , 2 , . - . , / * , ) '  and  

V--z (0 .11V12)  " y 2 1  V22 

I f  n = 1 t h e n  (2.1) ho lds  (see K o t z  a n d  S h a n b h a g  (1980)).  B y  i n d u c t i o n  on  n, let 
us s u p p o s e  t h a t  (2.1) holds  for k < n. T h u s  

n l ( X l  I y) -~ l (Xl  I y) = n l ( X l  I y ) ( , 1  + Y l = y d l ( y  - , r ) )  

-[- (0"11 -- V12V221V21)f1(x1 [y)  
a n d  

t~2...n(y [xl)m2...n(y [Xl )  ~-- R2...n(y [ Xl)(~ty  -[- V210.111(X1 - ]A1)) 

- (V22 - V210.111V12)VR2...n(ylx1), 

w h e r e  

and  

jfx ~176 RI(Xl I Y) : f l (Xl I y)dXl 
1 

// n2...n(y l x l )  = I2...n(y l x l )dy .  

Hence ,  if  re(x) = ( m l ( x ) , . . . ,  ran(x))', t h e n  

// R(X)?Tt I (X) ----- x l f ( x ) d x  

// ,// = f2...n(Y x l f l ( x l  [y)dxldy 
1 

// = f2 . . .n(y) [nl (Xl  I y ) (~ l  + v 1 2 v ~ l ( y  - , y ) )  

+ (0.11 - v 1 2 Y ~ l v : l ) f 1 ( x 1  I y)]dy 

= (~1 + v 1 2 v ~ ( y  - ~ y ) ) / ( x ) d x  + (0.11 - U~2U~Y~l)  / ( x ) a y  

- O n ( x )  
= R ( x ) # I  d- V12V~1I d- (0.11 - V12V221V21) Oxl ' 
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where 

Z = f l ( x l )  (Y -- ,Y) f2 . . .n(Y [ x l )dydx l  
1 

: f l ( X l ) [ R 2 . . . n ( y  [ z 1 ) V 2 1 0 . 1 1 1 ( x 1  - . 1 )  - (V22  - V210.111V12)•R2...n(Y [ X l ) ] d x l  
1 

/: = v210.;11(xl  - .1)f(x)dx 

nl' Xll") Xl 
(On(x) OR(x))' 

: V210.111R(x)(ml(x) - ,1)  - (1,:22 - V210"51V12) \ Ox2 " " '  Oxn 

and, finally, we obtain 

and 

(1 - V12V~1V210.111)R(x)(m1(x) - "1) 

-oR(x) 
= (0"11 - -  V12V~1V21) OXl 

(OR(x) OR(x) ~ ' 
-- V12V~1(Y22 - V 2 1 ~  k Ox2 ' ' ' ' '  OXn ] 

ml(x )  : "I ~- O'llhl (x) ~- Yl2 (h2 (x ) , . . . ,  hn(x)) '  
n 

: . 1  + ~ 0 . 1 j h j ( x ) .  
j = l  

Analogously, we can obtain the expressions for mi(x)  when i = 2 , . . . ,  n. 
n Conversely, if (2.1) holds, then mi(x)  = Pi + ~ j = l  0.ijhj(x), 

f ~  " OR(x) (xi - # i ) f ( x ) d x  : - E aij Oxj 
j= l  

and, by differentiating, 

n ( O~ OR(x)'~ 
( - 1 ) n ( x i - # i ) f ( x )  = - E a i J  Oxl-:- .OXn ~x j  ,] 

j = l  

holds, which joint ly with 

imply 

Thus, 

OnR(x) 
O x , . . .  OXr, -- ( - -1)hi(x)  

n 

(xi -- .i)f(x) : - ~ ~ij Of(x) 
j=l Oxj 

(x -- ~)f(x) : -Y(V f(x)) 
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holds, which implies X = Nn(#, V). [] 

Remark  2.1. McGill (1992) calculated re(x) by using the hazard gradient for the 
standardized variables (Zi = (Xi  - #) /a i ) .  Hence he did not obtain expression (2.1). 
Moreover, he did not give the reverse implication (he did not characterize the multi- 
variate normal distribution). Note that the multivariate normal distribution cannot be 
characterized from inversion formulas for the mean residual life (e(x)) or the multivariate 
hazard gradient (h(x)) because, in this case, we do not have an explicit expression for 
e(x) (rn(x)) nor h(x).  

Remark  2.2. We have obtained the following general result for absolutely contin- 
uous random vectors. 

If X is a random vector with density f ( x ) ,  support S, left truncated mean m i x  ) 
and hazard gradient h(x),  then the following conditions are equivalent: 

1. re(x) = k + Q(x)h(x ) ,  for all x �9 S 
2. V l o g f ( , )  = Q - l ( x ) ( k -  x -  Q(x)V), for all x �9 S 

where k = ( k l , . . . ,  kn)' e ]i~ n, x ~-- ( X l , . . .  , Xn)' e ][~n, 

q l l ( X l )  " ' "  qln(Xn)) 
. . . . . . .  , 

(o) 
Q ( x ) V  . . . . . . . . . . .  

0 \qnl(Xl) qnn(Xn) 

j = l  . . .  

• 
,=1 b 7  

and there exists Q - l ( x )  for all x and lim~__+~ q~j(xj)o-~ = O, i , j  -- 1 , . . .  ,n .  
The proof can be obtained from the authors. We have also obtained a similar result 

in the discrete case. 

Remark  2.3. If l imx~_~ Q(x)h(x)  -- 0, then k -- E ( X ) .  In particular, if X is a 
positive random vector and Q(0)h(0) = 0 then k = E ( X )  (where 0 = (0 , . . .  ,0)' e ~ ) .  
If we take k = 0, then the preceding theorem provides a criterion to characterize the 
distribution function from this relationship re(x) = Q(x)h(x ) .  Note also that  we can 
replace the left truncated mean function re(x) -- E ( X  I X > x) by the mean residual 
life function e(x) = E ( X  - x ] X > x) -- re(x) - x. 

Remark  2.4. In the univariate case, the characterization theorem given in Ruiz 
and Navarro (1994) is a general result because all the distributions can be characterized 
from a relationship as 

,~(x) = k + q(x)h(x)  

since we can define q(x) by 

q ( x )  = - k ) / h ( x ) .  
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However, in the multivariate case, this result cannot be applied to all the multi- 
variate distributions. That is, there exist distributions which do not satisfy the relation 
m(x) = k + Q(x)h(x), for a matrix-function Q(x) = (qij (xj)) (i.e. we cannot obtain Q(x) 
from k, re(x) and h(x)). For example, the theorem cannot be applied to the bivariate 
Gumbel's exponential distribution. 

Note also that if Q(x) = (qij(x)), then there exist infinite matrix-functions Q(x) 
satisfying re(x) = k + Q(x)h(x). For example, we can make qij(x) = 0 for j r i and 
qii (x) = (mi ( x ) -  k) ~hi (x). The extension of the preceding theorem to all the multivariate 
distributions is an open question. 

Remark 2.5. The characterization for the multivariate normal distribution can be 
easily obtained from the general result, without a direct calculation for m(x), as follows 

1 
log f (x)  = l o g c  - ~(x - # ) ' v - l ( x  - #) 

V l o g f ( x )  = - v - l ( x  - #) = V - l ( # -  x -  VV). 
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