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Abstract. In this paper, we consider M-estimators of the regression parameter in a spatial multiple linear regression model. We establish consistency and asymptotic normality of the M-estimators when the data-sites are generated by a class of deterministic as well as a class of stochastic spatial sampling schemes. Under the deterministic sampling schemes, the data-sites are located on a regular grid but may have an infill component. On the other hand, under the stochastic sampling schemes, locations of the data-sites are given by the realizations of a collection of independent random vectors and thus, are irregularly spaced. It is shown that scaling constants of different orders are needed for asymptotic normality under different spatial sampling schemes considered here. Further, in the stochastic case, the asymptotic covariance matrix is shown to depend on the spatial sampling density associated with the stochastic design. Results are established for M-estimators corresponding to certain non-smooth score functions including Huber's ψ-function and the sign functions (corresponding to the sample quantiles).
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1. Introduction

Consider the multiple linear regression model

\[ Y(s_i) = \beta' w_n(s_i) + Z(s_i); \]

where \( \beta \in \mathbb{R}^p \) is the unknown parameter, \( w_n(\cdot) \) is a known non-random \( \mathbb{R}^p \)-valued function on \( \mathbb{R}^d \), \( Z(\cdot) \) is a stationary strong mixing random field (r.f) with marginal cdf and pdf \( G_0 \) and \( g_0 \), respectively, and \( \{Y(s_1), Y(s_2), \ldots\} \) are observed at the sampling sites \( \{s_1, s_2, \ldots\} \). Let \( \psi : \mathbb{R} \to \mathbb{R} \) be a nondecreasing, right continuous function satisfying

\[ E[\psi(Z(s))] = 0. \]
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Define $\hat{\beta}_n$ as a solution (in $t \in \mathbb{R}^p$) of the equation $M_n(t) = 0$, where

$$
M_n(t) = \sum w_n(s_i) \psi\{Y(s_i) - w'_n(s_i)t\},
$$

and the sum is over the total number of sampling sites $\{s_1, s_2, \ldots\}$. (The sample size depends on the spatial sampling design generating the sampling sites $\{s_1, s_2, \ldots\}$ and will be denoted by different symbols in the sequel. As a result, the range of summation in (1.3) is not indicated explicitly). In this paper, we derive the asymptotic distribution of $\hat{\beta}_n$ corresponding to both smooth (absolutely continuous) and nonsmooth (bounded) score function $\psi$ under certain fixed and stochastic spatial sampling designs. In particular, in the smooth $\psi$ case, the results of the paper yield asymptotic distributions of robust-estimators of $\beta$, including the ones obtained through Huber's $\psi_k$-function

$$
\psi_k(x) = \begin{cases} 
  k & \text{if } x > k \\
  x & \text{if } |x| \leq k \\
  -k & \text{if } x < -k,
\end{cases}
$$

$k \in (0, \infty)$ under both random and nonrandom sampling designs. In the nonsmooth case, it covers the score functions that yield estimates of quantiles of $Z(\cdot)$.

Asymptotic properties of estimators based on spatial data can be carried out under more than one asymptotic framework, primarily due to the fact that points in space do not admit a natural ordering as does the (time-) points in one dimension. Indeed, there are two basic types of asymptotic frameworks that are commonly used in the context of a continuous parameter random field. When the minimum distance between the neighboring data-sites remain bounded away from zero as the sample size increases, one obtains the pure increasing domain asymptotic structure (cf. Cressie (1993)). In this case, the sampling region at the $n$-th stage $R_n$ (say) necessarily becomes unbounded as $n \to \infty$. On the other end, if the sampling region $R_n$ remains confined in a bounded subset of $\mathbb{R}^d$ and an increasing number of data-sites are selected from it, then one obtains what is known as the infill asymptotic structure. In this case, the minimum distance among the data-sites goes down to zero as $n \to \infty$. In most studies on large sample properties of estimators based on spatial data, the pure increasing domain asymptotic structure with a grid based sampling design is used. However, a combination of the two asymptotic structures is also relevant for some applications (cf. Lahiri et al. (1999)). This is called a mixed asymptotic structure which has both an increasing domain component and an infill component. The increasing domain component is specified by the structure of the sampling region $R_n$ which becomes unbounded as $n \to \infty$. The infill component (defined in Section 2) allows one to fill in any given subregion of $R_n$ with an increasing number of data-sites using a scaled down integer grid on $\mathbb{R}^d$. See Section 2 for more details.

For the nonrandom or fixed design case, we derive asymptotic distribution of the $M$-estimator $\hat{\beta}_n$ of (1.3) under the mixed asymptotic structure which has both an increasing domain component and an infill component. For the sake of completeness, here we also obtain the limit distribution of $(\hat{\beta}_n - \beta)$ under the pure increasing domain case. For both asymptotic structures, we denote the sample size by $N_n$ (cf. Subsection 2.1). It is observed that for a nondegenerate limit distribution of $(\hat{\beta}_n - \beta)$ under the fixed design with either of the two asymptotic structures, the right choice of the scaling constant is given by $D_n$ (defined in Section 3) which is comparable to the square root of the volume.
of $R_n$. For the pure increasing domain asymptotics, this volume is of the order of the total number of sampling sites $N_n$ and the rate of convergence of $\hat{\beta}_n$ to $\beta$ is the usual rate for strongly mixing observations. However, for the mixed asymptotic structure, the order of the volume of $R_n$ is strictly less than the common choice $N_n$, reflecting the fact that neighbouring observations are strongly dependent and hence the rate of convergence of the estimators is slower than the usual $N_n^{-1/2}$ rate.

For the stochastic design case, we denote the sample size by $n$ and suppose that the sampling sites $s_1, \ldots, s_n$ are given by the realization of a set of independent random vectors taking values in $R_n$. This provides a more flexible framework for modelling irregularly spaced data-locations than the standard approach that uses a homogeneous Poisson process. As in the fixed design case, here also we assume that the sampling region $R_n$ becomes unbounded as $n \to \infty$. As explained in Section 2 below, in the stochastic design case, the distinction between a pure increasing domain structure and a mixed asymptotic structure lies in the relative growth rates of the sample size $n$ vis-a-vis the volume of the sampling region. Infill sampling occurs when the sample size $n$ grows at a faster rate than the volume of $R_n$. For a nondegenerate limit distribution of $(\hat{\beta}_n - \beta)$ under the stochastic design with both pure increasing domain and the mixed increasing domain sampling paradigm, the scaling factor is $D_n$ (defined in Section 3) which depends on both the volume inflating factor $\lambda_n$ (defined in Section 2) and the density generating the stochastic design. For the pure increasing domain asymptotics, this volume is of the order of the total number of sampling sites $n$; however, under strict infilling, the order of volume is strictly less than $n$. Under appropriate regularity conditions, $(\hat{\beta}_n - \beta)$ is asymptotically $p$-variate normal under both asymptotic paradigms. The limiting normal distributions have zero mean but distinct covariance matrices that, among other things, depend on the spatial sampling density generating the points $s_1, \ldots, s_n$. Further, the results also show that the mixed increasing domain structure, with its partial infill component, leads to a “smaller” asymptotic covariance matrix than the pure increasing domain case under the stochastic design considered here. The results also allow us to determine the optimal spatial sampling design for estimating the parameter $\beta$. See Section 4 for more details.

The rest of the paper is organized as follows. In Section 2, we describe the spatial asymptotic framework and the spatial sampling designs. We state the main results of the paper under the nonrandom designs in Section 3 and those under the stochastic designs in Section 4. The proofs of the results are separately presented in Sections 5 and 6, respectively for the nonrandom and the stochastic design cases.

2. The spatial asymptotic framework

Let $R_0$ be a subset of $(-1/2, 1/2]^d$ containing the origin and let $R_0^*$ be an open set satisfying $R_0^* \subset R_0 \subset \bar{R}_0^*$, where for any set $A \subset \mathbb{R}^d$, $\bar{A}$ denotes its closure. We regard $R_0$ as a ‘prototype’ of the sampling region $R_n$. Let $\{\lambda_n\}$ be a sequence of positive real numbers such that $\lambda_n \to \infty$ as $n \to \infty$. We assume that at the $n$-th stage, the sampling region $R_n$ is obtained by ‘inflating’ the set $R_0$ by a scaling factor $\lambda_n$, i.e.

\begin{equation}
R_n = \lambda_n R_0.
\end{equation}

Since the origin is assumed to lie in $R_0$, the shape of $R_n$ remains the same for different values of $n$. Furthermore, this formulation allows the sampling region to have a wide range of shapes, encompassing common convex subsets of $\mathbb{R}^d$, such as spheres, ellipsoids,
polyhedrons, as well as certain nonconvex regions (in $\mathbb{R}^d$), such as star-shaped sets. (Recall that a set $A \subset \mathbb{R}^d$ is called star-shaped if for any $x \in A$, the line segment joining $x$ to the origin lies in $A$.) The latter class of sets may have fairly irregular boundaries. To avoid pathological cases, we shall always assume that for any sequence of real numbers $\{a_n\}$ with $a_n \to 0$ as $n \to \infty$, the number of cubes of the lattice $a_n \mathbb{Z}^d$ that intersect both $R_0$ and $R_0^c$ is $O((a_n)^{-(d-1)})$ as $n \to \infty$. This assumption would ensure that the number of “boundary” sampling sites in the sampling region $R_n$ is negligible compared to the total number of sampling sites. This condition holds for all regions $R_n$ of practical interest. For example, if the boundary of $R_0$ is delineated by a smooth function $\tilde{g} : [0, 1]^k \to \mathbb{R}^d$ for some $k < d$, then this condition holds. Sherman and Carlstein (1994) consider a similar class of regions in the plane (i.e. $d = 2$), with boundaries given by closed rectifiable curves of finite lengths.

2.1 Fixed designs

Let $\delta_1, \ldots, \delta_d$ be a given set of $d$ positive real numbers and let $\Delta$ be the $d \times d$ diagonal matrix with diagonal elements $\delta_1, \ldots, \delta_d$. The fixed designs we consider in this paper are based on the transformed integer lattice $\Delta \mathbb{Z}^d$, given by

$$\Delta \mathbb{Z}^d = \{\Delta i : i \in \mathbb{Z}^d\}.$$ 

Thus, the lattice $\Delta \mathbb{Z}^d$ has an increment $\delta_i$ in the $i$-th direction, $1 \leq i \leq d$. For the fixed sampling design under the pure-increasing-domain structure, we assume that the random process $Z(s)$ is observed at $N_n$ number of sampling sites $\{s_1, \ldots, s_{N_n}\}$ defined by

$$\{s_1, \ldots, s_{N_n}\} = \{s \in \Delta \mathbb{Z}^d : s \in R_n\}.$$ 

In this case, the points $s_1, \ldots, s_{N_n}$ are separated by a distance $\delta_0 = \min\{\delta_1, \ldots, \delta_d\}$ for all $n$ and the sampling region $R_n$ grows to $\mathbb{R}^d$ eventually. Note that the sample size $N_n$ under this case satisfies the relation

$$N_n \sim \text{vol.}(\Delta^{-1}R_0)\lambda_n^d$$

where $\text{vol.}(A)$ denotes the volume (i.e. the Lebesgue measure) of a set $A$ in $\mathbb{R}^d$ and for any two sequences $\{r_n\}$ and $\{t_n\}$ of positive real numbers, we write $r_n \sim t_n$ if $r_n/t_n \to 1$ as $n \to \infty$.

For the fixed sampling design under the ‘mixed’ paradigm, any given subregion of the sampling region $R_n$ is filled in with an increasing density of sampling sites. To that end, let $\{\eta_n\}$ be a sequence of positive real numbers such that $\eta_n \downarrow 0$ as $n \to \infty$. We assume that the sampling sites $\{s_1, \ldots, s_{N_n}\}$ under the fixed sampling design in the mixed-increasing-domain-structure case are given by the points on the scaled lattice $\eta_n \Delta \mathbb{Z}^d$ that lie in the sampling region $R_n$, i.e.

$$\{s_1, \ldots, s_{N_n}\} = \{s \in \eta_n \Delta \mathbb{Z}^d : s \in R_n\} = R_n \cap (\eta_n \Delta \mathbb{Z}^d).$$

The scaled lattice $\eta_n \Delta \mathbb{Z}^d$ becomes finer for larger values of $n$ and thus fills in any given region of $\mathbb{R}^d$ (and hence, of $R_n$) with an increasing density. Indeed, the maximum distance between any two adjacent sampling sites is bounded by $\max\{\delta_1, \ldots, \delta_d\} \eta_n$, which would ensure that the number of “boundary” sampling sites is negligible compared to the total number of sampling sites. This condition holds for all regions $R_n$ of practical interest. For example, if the boundary of $R_0$ is delineated by a smooth function $\tilde{g} : [0, 1]^k \to \mathbb{R}^d$ for some $k < d$, then this condition holds. Sherman and Carlstein (1994) consider a similar class of regions in the plane (i.e. $d = 2$), with boundaries given by closed rectifiable curves of finite lengths.
which goes to zero as \( n \to \infty \). The sample size \( N_n \) in this case satisfies the growth condition

\[
N_n \sim \text{vol}(\Delta^{-1}R_0)\lambda_n^d n^{-d},
\]

which is of a larger order of magnitude than the volume of \( R_n \), given by \( \text{vol}(\Delta^{-1}R_0)\lambda_n^d \).

This type of sampling designs may be useful for analysis of high resolution image data, e.g. remotely sensed satellite data on a fine scale.

2.2 Stochastic designs

For the stochastic design, let \( f(x) \) be a continuous, everywhere positive probability density function on \( R_0 \), and let \( X_1, X_2, \ldots \) be iid random vectors with probability density \( f(x) \), that are independent of the r.f. \( \{Z(s) : s \in \mathbb{R}^d\} \). We assume that the sampling sites \( s_1, \ldots, s_n \) lying in the sampling region \( R_n \) are obtained from a realization \( x_1, \ldots, x_n \) of the random vectors \( X_1, \ldots, X_n \), by the relation

\[
s_i = \lambda_n x_i, \quad 1 \leq i \leq n.
\]

Since \( x_1, \ldots, x_n \) take values in \( R_0 \), \( s_1, \ldots, s_n \) are distributed over the entire sampling region \( R_n = \lambda_n R_0 \). In analogy to nonparametric regression under stochastic designs, the results proved in this paper under stochastic designs are to be interpreted as valid with probability one under the joint probability distribution, say, \( P_X \) of the \( X_i \)s (i.e. almost surely, \( P_X \)).

In the stochastic design case, the distinction between the pure-increasing domain structure and the mixed-increasing domain structures is determined by the relative growth rates of the sample size \( n \) and the volume of the sampling region \( R_n \). When \( n \sim K\lambda_n^d \) for some \( 0 < K < \infty \), the sample size is of the same order as in the pure-increasing-domain-fixed design case (cf. (2.2)), and it should be regarded as the pure-increasing-domain analog under the stochastic design. On the other hand, if \( n / \lambda_n^d \to \infty \) as \( n \to \infty \) (as in (2.5)), it corresponds to the ‘mixed-increasing domain’ case under the stochastic design.

3. Results under fixed designs

3.1 Notation and conditions

We begin by introducing some notations. Denote the transpose of a matrix \( B \) by \( B' \). For \( x = (x_1, \ldots, x_k)' \in \mathbb{R}^k, k \geq 1 \), let \( \|x\|_1 = |x_1| + \cdots + |x_k| \) and \( \|x\| = (x_1^2 + \cdots + x_k^2)^{1/2} \) respectively denote the \( \ell^1 \) and \( \ell^2 \) norms on \( \mathbb{R}^k \). For any set \( A \subset \mathbb{R}^k \), let \( \text{vol}(A) \) denote the volume (i.e. the Lebesgue measure) of \( A \) and let \( |A| \) denote the total number of elements in \( A \). Let \( \mathbb{1}(\cdot) \) denote the indicator function. For \( y \in \mathbb{R} \), write \( y_+ = \max\{y, 0\} \).

Let \( F_2(T) = \sigma\{Z(s) : s \in T\} \) be the \( \sigma \)-field generated by the variables \( \{Z(s) : s \in T\} \), \( T \subset \mathbb{R}^d \). For any two subsets \( T_1 \) and \( T_2 \) of \( \mathbb{R}^d \), let

\[
d(T_1, T_2) = \inf\{\|x - s\|_1 : x \in T_1, s \in T_2\}.
\]

Also, let \( \mathcal{R}(b) = \{\bigcup_{i=1}^k D_i : \sum_{i=1}^k \text{vol}(D_i) \leq b, k \geq 1\} \) be the collection of all finite disjoint unions of cubes \( D_1, \ldots, D_k \) in \( \mathbb{R}^d \), \( b > 0 \). Then, the strong-mixing coefficient for the r.f. \( Z(\cdot) \) is defined as

\[
\alpha(a; b) = \sup\{\tilde{\alpha}(T_1, T_2) : d(T_1, T_2) \geq a, T_1, T_2 \in \mathcal{R}(b)\},
\]

(3.1)
a > 0, b > 0, where $\alpha(T_1, T_2) = \sup\{\|P(A \cap B) - P(A)P(B)\| : A \in \mathcal{F}_Z(T_1), B \in \mathcal{F}_Z(T_2)\}$, $T_1, T_2 \subset I^d$. Note that the supremum in the definition of $\alpha(a; b)$ is taken over sets $T_1, T_2$ that are bounded. For $d > 1$, this is very important; some interesting results of Bradley (1989, 1993) (cf. Doukhan (1994)) show that a r.f. on $I^d$, $d \geq 2$ that satisfies a mixing condition of the form

$$\lim \sup_{a \to \infty} \{\alpha(T_1, T_2) : T_1, T_2 \subset I^d, d(T_1, T_2) \geq a\} = 0,$$

with the supremum taken over possibly unbounded sets, necessarily belongs to the more restricted class of $\rho$-mixing r.f.s. As a result, to ensure that the main results of the paper are applicable to a larger class of r.f.s, we do not allow unbounded sets in the definition of the strong mixing condition here.

For clarity of exposition, as in Lahiri (2003), we shall make the assumption that there exist a nonincreasing left continuous function $\alpha_1(\cdot)$ and a nondecreasing function $g_1(\cdot)$ such that $\lim_{a \to \infty} \alpha_1(a) = 0$ and $\lim_{b \to \infty} g_1(b) = \infty$, and the strong-mixing coefficient $\alpha(a; b)$ in (3.1) satisfies the inequality

$$\alpha(a, b) \leq \alpha_1(a)g_1(b) \quad a > 0, \ b > 0.$$ 

Next, denote the autocovariance function of the transformed process $\psi(Z(\cdot))$ by $\sigma(\cdot)$, i.e., $\sigma(s) = E\psi(Z(x))\psi(Z(x + s))$ for all $s, x \in I^d$. Let $\chi_0 = E\psi'(Z(0))$ (whenever $\psi'$ is defined) and $\chi_1 = \int g_0(x)\psi(dx)$, where recall that $g_0$ denotes the density function (with respect to the Lebesgue measure) of $Z(0)$. Let $D_{1n}$ be a $p \times p$ matrix satisfying

$$D_{1n}D_{1n}' = \sum_{i=1}^{N_n} \omega_n(s_i)\omega_n(s_i)'$$

Next define $D_n = \eta_n^{-d/2}D_{1n}$, $C_n = \eta_n^{-d}D_n$ and $v_i = D_n^{-1}\omega_n(s_i)$. Here, $D_n$ would serve as the scaling matrix for $(\beta_n - \beta)$ and $C_n^{-1}$ as the scaling matrix for $M_n(\beta)$. Also, let $m_n = \sup\{\|D_n^{-1}\omega_n(s)\| : s \in R_n\}$, $n \geq 1$. In addition to the assumption that $\psi$ is monotone nondecreasing, right continuous with $E[\psi(\{Z(s)\})] = 0$, we shall make the following assumptions for the ‘smooth’ and the ‘nonsmooth’ cases.

**CONDITIONS.**

(S.1) Let $\psi$ be absolutely continuous with its almost everywhere derivative $\psi'$ satisfying

(a) $\lim_{v \to 0} E|\psi'(Z(0) - v) - \psi'(Z(0))| = 0$.

(b) $E|\psi'(Z(0))| < \infty$ and $\chi_0 = E\psi'(Z(0)) \neq 0$.

(S.2) For some $\delta \in (0, \infty)$ and $\tau > d(2 + \delta)/\delta$,

(a) $E|\psi(Z(0))|^{2+\delta} < \infty$;

(b) $\alpha_1(y) \leq Ky^{-\tau}$ for all $y \geq 1$, for some constant $K \in (0, \infty)$;

(c) $g_1(y) = o(y^{(\tau-d)/4d})$ as $y \to \infty$;

(d) $m_n^2 \equiv \sup\{\|D_n^{-1}\omega_n(s)\|^2 : s \in R_n\} = o(\lambda_n^{(\tau-d)/4d-d})$ as $n \to \infty$.

(S.3) (a) The $p \times p$ matrix $\sum_{i=1}^{N_n} w_n(s_i)w_n(s_i)'$ is nonsingular for all large $n$.

(b) There exists a $p \times p$ matrix valued function $Q$ such that for any $h_n \to h$ in $I^d$,

$$\lim_{n \to \infty} D_{1n}^{-1}\left[\sum_{i : s_i, s_i + h_n \in R_n} w_n(s_i)w_n(s_i + h_n)'ight](D_{1n}')' = Q(h).$$
In the nonsmooth case, we shall assume the following:

(N.1) $\psi$ is bounded and the error distribution $G_0(\cdot)$ has a continuous density $g_0$ such that

$$\chi_1 = \int g_0(x)\psi(dx) \neq 0.$$  

(N.2) For some $\tau > 3d/(4d - 1)/(4d - 3)$ and $K \in (0, \infty)$,

$$\alpha_1(y) \leq Ky^{-\tau} \quad \text{for all } y \geq 1.$$

Some discussion about the conditions are in order. Note that the smoothness condition on $\psi$ in (S.1) is stronger than assuming continuity but weaker than assuming that $\psi$ is differentiable everywhere on $\mathbb{R}$. This weaker condition allows us to apply the main results of the paper to M-estimators corresponding to Huber’s $\psi$ function. Part (a) of (S.1) holds if the almost everywhere derivative $\psi'$ is bounded and continuous on a set $Z$ for which $G_0(Z) = 1$, where $G_0$ is the error distribution. In particular, this holds automatically for Huber’s function $\psi_k$ function for which $\psi_k(x) = 1(-k \leq x \leq k)$. Part (b) of (S.1) is a necessary condition, as the reciprocal of the quantity $E\psi'(Z(0))$ appears in the asymptotic covariance matrix of the M-estimator $\hat{\beta}_n$. Condition (S.2) specifies a set of moment and mixing conditions. For deriving the asymptotic distribution of $\hat{\beta}_n$, we make use of a Central Limit Theorem (CLT) result of Lahiri (2003), applied to a weighted sum of the variables $\psi(Z(s))$, $i = 1, \ldots, n$. As a result, the moment condition is assumed on the transformed variables $\psi(Z(s))$’s rather than on the $Z(s)$’s directly. Asymptotic normality of the M-estimator may hold even when $Z(s)$ does not have enough moments but $\psi(Z(s))$ does. The mixing condition in part (b) is almost minimal as follows from the discussion in Lahiri (2003). Indeed, for $d = 1$, the requirement $\alpha_1(y) = O(y^{-\tau})$ as $y \to \infty$ for some $\tau > (2 + \delta)/\delta$ is only slightly stronger than the more familiar condition

$$\sum_{n=1}^{\infty} \alpha_1(n)^{\delta/(2+\delta)} < \infty$$

used for proving the Central Limit Theorem for sums of stationary random variables in the time series case. Part (c) of (S.2) allows the function $g_1(\cdot)$ to be unbounded. As explained earlier, this is important for spatial processes in dimensions $d \geq 2$. And part (d) of (S.2) specifies the rate of decay for the scaled weight function $w_n(\cdot)$. Note that when $w_n(\cdot) \equiv w(\cdot)$ for all $n \geq 1$ and the function $\|w(\cdot)\|^2$ is Lebesgue integrable over $\mathbb{R}^d$ with

$$(3.4) \quad W = \int w(s)w(s)'ds \quad \text{nonsingular}$$

then it is easy to show that $\lambda_n^{-d}D_n\lambda_n'$ converges to a scaler multiple of $W$, and hence, condition (S.2)(d) holds if $\sup\{\|w(s)\| : s \in R_n\} = o(\lambda_n^{(\tau-d)/4d})$ as $n \to \infty$. Condition (S.3) is a version of the well-known Grenander condition (cf. Grenander (1954)) for the spatial stochastic design case. We refer the reader to Grenander (1954), Anderson (1971) and Lahiri (2003) for examples and further discussion of Condition (S.3).

In the nonsmooth case, a different line of argument is needed to establish asymptotic normality of $\hat{\beta}_n$. Here the score function $\psi$ need not even be continuous and may have
jump discontinuity. Note that Condition (N.1) is satisfied by the ‘sign’-score function

\[
\psi(x) = \begin{cases} 
1 & \text{if } x > 0 \\
0 & \text{if } x > 0 \\
-1 & \text{if } x < 0,
\end{cases}
\]

if \( \chi_1 \neq 0 \). Further, to establish the CLT in the nonsmooth case, we need a different condition on the rate of decay of the function \( \alpha_1(\cdot) \), which is specified in Condition (N.2).

3.2 Main results

Now we are ready to state the main result of this section for the smooth score function case.

**Theorem 3.1.** Under Conditions (S.1)–(S.3),

\[
D_n(\hat{\beta}_n - \beta) = \chi_0^{-1}C_n^{-1}M_n(\beta) + o_p(1),
\]

and hence

\[
(3.5) \quad D_n(\hat{\beta}_n - \beta) \rightarrow^d N\left(0, \left(\prod_{i=1}^d \delta_i\right)^{-1} \int \sigma(s)Q(s)ds/\chi_0^2\right).
\]

Thus, under the mixed increasing domain asymptotic structure, \( \hat{\beta}_n \) is asymptotically normal for sampling regions of a wide variety of shapes and for rectangular grids with different spacings along different directions. When \( w_n(\cdot), n \geq 1 \) are given by a single Lebesgue integrable function \( \omega(\cdot) \) satisfying the nonsingularity condition (S.3), \( ||D_n|| = O(\lambda_n^{-d/2}) \) as \( n \to \infty \), and thus, the M-estimator \( \hat{\beta}_n \) converges to \( \beta \) at the rate \( O_p(\lambda_n^{-d/2}) \) as \( n \to \infty \).

Note that under the mixed increasing domain asymptotic structure, the infilling factor \( \eta_n \to 0 \) as \( n \to \infty \) and therefore, by (3.5), the sample size \( N_n \) grows at a faster rate than the volume of the sampling region \( R_n \), given by \( \text{vol}(R_0)\lambda_n^d \). As a consequence, the convergence rate \( O_p(\lambda_n^{-d/2}) \) of \( \hat{\beta} \) under the mixed asymptotic structure is much slower than the usual rate \( O_p(N_n^{-1/2}) \).

A similar conclusion holds for the case of nonsmooth score functions.

**Theorem 3.2.** Suppose that Conditions (N.1), (N.2), (S.2) and (S.3) hold. Then

\[
D_n(\hat{\beta}_n - \beta) = -\chi_1^{-1}C_n^{-1}M_n(\beta) + o_p(1),
\]

and hence (3.5) holds with \( \chi_0^2 \) replaced by \( \chi_1^2 \).

For the sake of completeness, we also note down the asymptotic distribution of \( \hat{\beta}_n \) in the pure increasing domain case. In this case \( \eta_n \equiv 1 \) for all \( n \geq 1 \) and the sample size \( N_n \) grows at the same rate as the volume of the sampling region \( R_n \). In this case, \( \hat{\beta}_n \) is a \( N_n^{1/2} \)-consistent estimator of \( \beta \), i.e. \( \hat{\beta}_n - \beta = O_p(N_n^{-1/2}) \), as follows from the following result.
THEOREM 3.3. (a) Suppose that conditions (S.1)–(S.3) hold with $\eta_n = 1$ for all $n \geq 1$. Then,
\begin{equation}
D_n(\hat{\beta}_n - \beta) \rightarrow_d N \left(0, \chi_0^{-2} \sum_{i \in \mathbb{Z}^d} \sigma(\Delta i)Q(\Delta i)\right).
\end{equation}

(b) Suppose that (N.1), (N.2), (S.2) and (S.3) hold. Then (3.6) holds with $\chi_0$ replaced by $\chi_1$.

In the time series context, Koul (1977) obtained the asymptotic behavior of M-estimators in a regression model with stationary strongly mixing errors (weak dependence) whereas Yajima (1991), Beran (1991) and Koul (1992) discussed least squares and M-estimation in linear models with long range dependent errors (strong dependence). Under weak dependence, M-estimators are asymptotically normal with normalizing constant of the order of square-root of the sample size which can be viewed as a spatial case of our results in Theorem 3.3 under the pure increasing domain case on $\mathbb{R}^d$. However, under strong dependence, the rate of convergence of the estimators may typically be slower than square-root of the sample size. This shows that the mixed asymptotic structure leads to strong dependence in the observations and our result gives asymptotic distribution of the $\hat{M}$-estimator $\hat{\beta}_n$ for a class of strongly dependent (time series as well as) spatial data. In the context of a spatial regression model with Gaussian errors, asymptotics of the maximum likelihood estimators of the regression and covariance parameters was discussed by Mardia and Marshall (1984) under the pure increasing domain framework. In contrast, here we are concerned with the estimation of the regression parameters only, but under a wide variety of asymptotic frameworks and for a large class of (possibly nonsmooth) score functions.

4. Results under stochastic designs

4.1 Notation and conditions

We introduce some notation and conditions, in addition to those of Section 3. Recall that $X_1, X_2, \ldots$ are iid random vectors with common density $f$ (with respect to the Lebesgue measure on $\mathbb{R}^d$). As in the nonstochastic case, define the $p \times p$ scaling matrices $\bar{D}_{1n}, \bar{D}_n, \bar{C}_n$ by
\begin{align*}
\bar{D}_{1n} & = \int w_n(\lambda_n x)w_n(\lambda_n s)^t f(s)ds, \\
\bar{D}_n & = \lambda_n^{d/2} \bar{D}_{1n}, \quad \text{and} \\
\bar{C}_n & = (n\lambda_n^{-d}) \bar{D}_n, \quad n \geq 1.
\end{align*}

Also, let $\bar{M}_{1n} = \sup\{\|\bar{D}_{1n}^{-1}\omega_n(s)\| : s \in R_n\}$ and $\bar{m}_n = \lambda_n^{-d/2} \bar{M}_{1n} = \sup\{\|\bar{D}_{1n}^{-1}\omega_n(s)\| : s \in R_n\}$.

Conditions. 

(C.1) There exists a $p \times p$ matrix valued function $Q_1$ on $\mathbb{R}^d$ such that for all $h \in \mathbb{R}^d$,
\begin{equation}
\bar{D}_{1n}^{-1} \left[\int \omega_n(\lambda_n x + h)\omega_n(\lambda_n x)^t f(x)^2 dx\right] (\bar{D}_{1n}^{-1})^t \rightarrow Q_1(h) \quad \text{as} \quad n \rightarrow \infty.
\end{equation}

(C.2) There exist $\delta \in (0, \infty)$ and $\tau > (2 + \delta)/\delta$ such that
(a) \( E|\psi(Z(0))|^{2+\delta} < \infty \)
(b) \( \alpha_1(t) = O(t^{-\tau}) \) as \( t \to \infty \)
(c) \( g_1(t) = o(t^{(\tau-d)/4d}) \) as \( t \to \infty \).

(C.3) \( M_{1n}^2 = o(\min\{(\log n)^{-2}\lambda_n^{(\tau-d)/4\tau}, n^a\}) \) for some \( a \in [0, 1/8) \), where \( \tau \) is as in (C.2).

(C.4) The pdf \( f(\cdot) \) of \( X_1 \) is continuous and everywhere positive on \( \mathbb{R}_0 \).

Condition (C.1) is the analog of Condition (S.3), used in the nonrandom design case. Condition (C.2) is identical to conditional (S.2), except for the last part. Condition (C.3) specifies the growth rate of the "scaled" weight function \( \omega_n(s) \), as in (S.2)(d). Condition (C.4) says that every part of the sampling region \( R_n \) is "sampled" with positive probability under the given stochastic sampling scheme. This condition can be somewhat weakened at the expense of some additional regularity conditions on the weight function \( \omega_n(\cdot) \). See the discussion in Section 3 of Lahiri (2003) for more details. For \( 0 < c_0 \leq \infty \), let \( \chi_0 = E\psi'(Z(0)) \) and with \( I_p \) denoting the identity matrix of order \( p \), let

\[
\Sigma_{\infty,c_0} = \begin{cases} 
  c_0^{-1}\sigma(0)I_p + \int \sigma(x)Q_1(x)dx, & \text{if } c_0 \in (0, \infty) \\
  \int \sigma(x)Q_1(x)dx, & \text{if } c_0 = \infty.
\end{cases}
\]

Then, we have the following result.

**Theorem 4.1.** Suppose that conditions (C.1)-(C.4) and (S.1) hold.
(i) If \( n\lambda_n^{-d} \to c_0 \in (0, \infty) \), then

\( \hat{D}_n^{-1}(\hat{\beta}_n - \beta) \to^d N(0, \chi_0^{-2}\Sigma_{\infty,c_0}) \).

(ii) If \( n\lambda_n^{-d} \to \infty \) as \( n \to \infty \), then

\( \hat{D}_n^{-1}(\hat{\beta}_n - \beta) \to^d N(0, \chi_0^{-2}\Sigma_{\infty,\infty}) \).

Thus, the \( M \)-estimators are asymptotically normal for both the pure increasing domain case \( (c_0 < \infty) \) and the mixed increasing domain case \( (c_0 = \infty) \). Note that the limiting covariance matrix differ in the two cases depending on whether \( c_0 = \infty \) or not. Thus, if the sample size \( n \) grows at the rate \( n \sim \text{vol}(R_n) \), then the asymptotic covariance has an additional variance term \( \text{vol}(R_0)^{-1}\sigma(0)I_p \) compared to the \( c_0 = \infty \) case. Since this additional term is a nonnegative definite matrix, it follows that the \( c_0 = \infty \) case allows for the most accurate estimation of \( \beta \) and its linear functions by \( \hat{\beta}_n \) and the corresponding linear combinations of \( \hat{\beta}_n \), respectively. Thus, the mixed asymptotic structure leads to a more accurate estimation of the parameter \( \beta \) compared to the pure increasing domain case. Intuitively this may be explained by noting that in the mixed case, one has many more observations \( (n \gg \lambda_n^d) \) than the pure increasing domain case where \( n = O(\lambda_n^d) \). Although the additional data values do not improve the rate of convergence of \( \hat{\beta}_n \) to \( \beta \), it does reduce the asymptotic variability.

A second notable feature of the results is that the scaling matrix \( \hat{D}_n \) grows at a different rate than the square root of the sample size \( n \) under the mixed increasing domain
asymptotics, due to the effect of infill sampling! Thus, under the present framework, the volume of the sampling region, not the sample size \( n \) serves as a common scaling constant that produces a nondegenerate limit distribution under both types of asymptotic structures.

The following result shows that a similar conclusion holds for the nonsmooth case.

**Theorem 4.2.** Suppose that Conditions (C.1)-(C.4) and (N.1)-(N.2) hold. Let \( \Sigma_{\infty, c_0} \) be as in (4.1) and let \( \chi_1 = \int g_0(x)\psi(dx) \).

(i) If \( n\lambda_n^{-d} \to c_0 \in (0, \infty) \), then

\[
\tilde{D}_n(\hat{\beta}_n - \beta) \to^d N(0, \chi_1^{-2}\Sigma_{\infty, c_0}).
\]

(ii) If \( n\lambda_n^{-d} \to \infty \) as \( n \to \infty \), then

\[
\tilde{D}_n(\hat{\beta}_n - \beta) \to^d N(0, \chi_1^{-2}\Sigma_{\infty, \infty}).
\]

5. Proofs for the fixed design case

Let \( C = (0, 1]^d \). For a \( \sigma \)-field \( A \) on a nonempty set \( \Omega \) and a function \( T : \Omega \to \mathbb{R}^k \) \((1 \leq k < \infty)\), we write \( T \in A \) if \( T \) is \((A, B(\mathbb{R}^k))\)-measurable, where \( B(\mathbb{R}^k) \) denotes the Borel \( \sigma \)-field on \( \mathbb{R}^k \). For a function \( h : A \to \mathbb{R} \), defined on a nonempty set \( A \), let \( \|h\|_\infty = \sup\{|h(a)| : a \in A\} \). In particular, \( \|x\|_\infty = \max\{|x_i| : 1 \leq i \leq k\} \) for \( x = (x_1, \ldots, x_k)' \in \mathbb{R}^k \), \( 1 \leq k < \infty \). Let \( A(t; a, b) = 1 + \sum_{k=1}^{[t]} k^{a-1}c(k\delta_0; 3\delta^{*d})^{1/b} \), \( a, b \geq 1, t \in \mathbb{R}^1 \), where \([t]\) is the largest integer less than or equal to \( t \) and recall that \( \delta_0 = \min\{\delta_1, \ldots, \delta_d\} \) and \( \delta^* = \max\{\delta_1, \ldots, \delta_d\} \). Let \( K, K_i, K(\cdot) \) denote generic constants in \((0, \infty)\) that may depend on their arguments (if any) but not on the variable \( n \) and on the probability element \( \omega \) of the underlying probability space \((\Omega, \mathcal{F}, P)\). Also, unless otherwise specified, limits in order symbols will be taken by letting \( n \to \infty \), where the qualification 'as \( n \to \infty \)' will be dropped for brevity.

**Lemma 5.1.** Let \( e_n(t) \in \sigma(Z(t)) \), \( t \in R_n \) be a collection of centered Bernoulli variables with \( P[e_n(s) = -\pi_n(s)] = P[e_n(s) = 1 - \pi_n(s)] = \frac{1}{2} \) for some real number \( \pi_n(s) \in [0, \pi_{0n}] \) for all \( s \in R_n \), where \( 0 < \pi_{0n} \leq 1 \). Let \( w_{0n}(s) : R_n \to \mathbb{R} \) be a nonrandom real-valued weight function and let \( M_{0n} = \sup\{|w_{0n}(s)| : s \in R_n\} < \infty \), \( n \geq 1 \). Also, let \( \{\eta_n\}_{n \geq 1} \subset (0, 1] \). Then, for any real numbers \( r > 1 \), \( s > 2 \) with \( \frac{1}{r} + \frac{2}{s} = 1 \),

\[
E \left[ \sum_{i: i \in n \in R_n} w_{0n}(\Delta i\eta_n) e_n(\Delta i\eta_n) \right]^4 \leq K(d, \Delta, r) \lambda_n^{-\frac{2d}{2/r + s}} M_{0n}^{4} \pi_{0n}^{2/s} \lambda_{n}^{-4d} A(t_{0n}; 3d, r)
\]

\[
+ K(d, \Delta, r) \lambda_n^{-\frac{2d}{2/r + s}} M_{0n}^{4} \pi_{0n}^{2/s} A(t_{0n}; d, r)^{2}. \]

for all \( n \geq 1 \), where \( t_{0n} = d\lambda_n / \delta_0 \).

**Proof.** We proceed as in the proof of Lemma 6.1 of Lahiri (2003). Note that \( \Delta i\eta_n \in R_n \) if and only if \( i\eta_n \in \lambda_n^{-1}R_0 \). Set \( \Delta^{-1}R_0 = R^1 \) and \( \lambda_n R^1 = R^1_n \). Note that
the boundary of the set $R^1$ satisfy the same regularity property as that of $R_0$. Hence, instead of working with the data-sites $\Delta i \eta_n \in R_n$, we work with the indices $i \eta_n \in R^1_n$ which lie on the square grid $\mathbb{Z}^d$. Recall that $C$ denotes the unit cube in $\mathbb{R}^d$. Define

$$I_n \equiv \{ i \in \mathbb{Z}^d : [i + C] \cap R^1_n \neq \emptyset \}$$

$$J_n(i) \equiv \{ j \in \mathbb{Z}^d : \eta_n j \in [i + C] \cap R^1_n \},$$

and

$$Y(i) = \sum_{j \in J_n(i)} w_{0n}(\Delta i \eta_n)e_n(\Delta i \eta_n), \quad i \in I_n.$$

Then, $\{i + C : i \in I_n\}$ is a covering of the set $R^1_n$ by unit cubes in $\mathbb{R}^d$ and $Y(i)$ denotes the summation of $w_{0n}(s)e_n(s)$ over all sampling sites $s$ (lying on the grid $\mathbb{Z}^d$) that lie in the rectangle $\Delta [i + C] \cap R_n$. Hence, the left side of (5.1) is equal to $E(\sum_{i \in I_n} Y(i))^4$. Expanding the fourth power, we get

$$E \left( \sum_{i \in I_n} Y(i) \right)^4 \leq K(d) \left[ \sum_{i \in I_n} E(Y(i))^4 + \sum_{i \neq j} E(Y(i))^3Y(j) + \sum_{i \neq j} E(Y(i))^2Y(j)^2 + \sum_{i \neq j} EY(i)^2Y(j)Y(k) + \sum_{i \neq j \neq k \neq m} EY(i)Y(j)Y(k)Y(m) \right]$$

$$= \sum_{i \in I_n} EY(i)^4 + \sum_{i \neq j} EY(i)^3Y(j) + \sum_{i \neq j \neq k \neq m} EY(i)Y(j)Y(k)Y(m),$$

say.

Note that for any $i, j \in I_n$, the maximum value of $|i - j|$ is bounded above by $\lambda_n(\delta_1^{-1} + \cdots + \delta_d^{-1}) \leq d\lambda_n/\delta_0 \equiv t_0n$, and for any $i, j \in I_n$ with $i \neq j$, the minimum distance (in the $\ell^1$-norm) between the points of the rectangles $\Delta [i + C]$ and $\Delta [j + C]$ is $\delta_0(\|i - j\|_1 - d)$. Also, note that for any real number $R^n(s)e_n(s) > 1$, 

$$E[|\eta_n(s)|^a \leq \pi_n(s)^a(1 - \pi_n(s)) + (1 - \pi_n(s))^a\pi_n(s),$$

so that by Jensen’s inequality,

$$E[Y(i)]^a \leq |J_n(i)|^a E \left( \frac{1}{|J_n(i)|} \sum_{j \in J_n(i)} w_{1n}(\Delta \eta_n j)e_n(\Delta \eta_n j) \right)^a$$

$$\leq |J_n(i)|^a M_{0n}^a \left\{ \frac{1}{|J_n(i)|} \sum_{j \in J_n(i)} E[|\eta_n(j)|^a] \right\}$$

$$\leq 2\pi_0n|J_n(i)|^a M_{0n}^a$$

for all $i \in I_n$. Hence, by (5.3) and the strong mixing property of $\{Z(s) : s \in \mathbb{R}^d\}$, we have

$$Q_{1n} + Q_{2n} + Q_{3n} \leq K(d, r) \left[ 2\pi_0n \sum_{i \in I_n} |J_n(i)|^4 M_{0n}^4 + \left( \sum_{i \in I_n} EY(i)^2 \right)^2 \right. + \sum_{k=1}^{\delta_0} \{ (i, j) \in I_n \times I_n : \|i - j\|_1 = k \} |\alpha(\{[(k - d)] \delta_0; \delta_d\})|^{1/r}$$
\[
\times \left\{ (E|Y(i)|^{2s})^{2/s} + (E|Y(i)|^{3s})^{1/s} (E|Y(i)|^{s})^{1/s} \right\}
\]

\[
\leq K(d,r)|I_n| \left[ \pi_0 n^{-4d} M_{0n}^4 + \pi_0^2 n^{-4d} M_{0n}^4 \right. \\
\left. + \left\{ \sum_{k=1}^{t_0} k^{d-1} \alpha((k - d) + \delta_0; \delta^* d)^{1/r} \right\} \left\{ n^{-4d} M_{0n}^4 n^{-2/s} \right\} \right]
\]

\[
\leq K(d,r,\delta_0) \lambda_n^{-4d} M_{0n}^4 \pi_0^{2/s} A(t_0; d, r).
\]

Now, using the combinatorial arguments in the proof of Lemma 4.1 of Lahiri (1999) and the arguments leading to (6.4) and (6.5) of Lahiri (2003), we get

\[
Q_{4n} \leq K(d) \sum_{k=1}^{t_0} \left\{ (i, j, k) \in I_n^3 : i \neq j \neq k, d_1(i, j, k) = k \right\}
\times \alpha((k - d) + \delta_0; 3\delta^* d)^{1/r}
\times \left\{ (E|Y(i)|^{2Y(j)|s})^{1/s} (E|Y(k)|^{s})^{1/s} + (E|Y(i)|^{2Y(k)|s})^{1/2} (E|Y(j)|^{s})^{1/s} \right\}
\leq K(d, r)|I_n| \sum_{k=1}^{t_0} k^{2d-1} \alpha((k - d) + \delta_0; 3\delta^* d)^{1/r} \left\{ n^{-4d} M_{0n}^4 n^{-2/s} \right\},
\]

and writing \( \sum^* \) and \( \sum^{**} \) for summations over \( I \subset I_n^4 \) with \( d_2(I) \geq d_3(I) \) and \( d_2(I) < d_3(I) \) respectively, we get

\[
Q_{5n} = \sum^* + \sum^{**} \left\{ EY(i)Y(j)Y(k)Y(m) \right\}
\leq K(d) \sum_{k=1}^{t_0} \sum_s \left\{ I \subset I_n^4 : d_2(I) = k, d_3(I) = s \right\}
\times \alpha((k - d) + \delta_0; 3\delta^* d)^{1/r} \left\{ n^{-4d} M_{0n}^4 n^{-2/s} \right\}
+ K(d) \left[ \sum_{i \neq j} \left\{ EY(i)Y(j) \right\}^2 \right]
\]

\[
+ \sum_{k=1}^{t_0} \sum_s \left\{ I \subset I_n^4 : d_2(I) = s, d_3(I) = k \right\}
\times \alpha((k - d) + \delta_0; 3\delta^* d)^{1/r} \left\{ n^{-4d} M_{0n}^4 n^{-2/s} \right\}
\leq K(d) \eta^{-4d} M_{0n}^4 \pi_0^{2/s} \left[ \sum_{k=1}^{t_0} (2k)^{3d-1} |I_n| \alpha((k - d) + \delta_0; 3\delta^* d)^{1/r} \right]
+ K(d) \left[ |I_n| \sum_{k=1}^{t_0} k^{d-1} \alpha((k - d) + \delta_0; \delta^* d)^{1/r} n^{-2d} M_{0n}^2 \pi_0^{2/s} \right]^2.
\]
Hence, the lemma follows from (5.2), (5.4), (5.5) and (5.6).

**Lemma 5.2.** Let \( g : \mathbb{R} \to \mathbb{R} \) be a Borel measurable function satisfying \( E|g(Z(0))| < \infty \) and \( E g(Z(0)) = 0 \). Let \( a_{1n}, \ldots, a_{Nn} \in \mathbb{R} \) be constants satisfying
\[
\sum_{i=1}^{N_n} |a_{in}| = O(1) \quad \text{and} \quad \eta_n^{-d} \sum_{i=1}^{N_n} a_{in}^2 = o(1) \quad \text{as} \quad n \to \infty.
\] If \( \int t^{d-1} \alpha_1(t) \, dt < \infty \), then \( \sum_{i=1}^{N_n} a_{in} g(Z(s_i)) \to 0 \) in probability.

**Proof.** For \( 1 \leq i \leq N_n \), define
\[
W_i = g(Z(s_i)), \quad W_{1i} = W_i \mathbb{I}(|W_i| \leq t_{1n}) \quad \text{and} \quad W_{2i} = W_i - W_{1i},
\]
where \( t_{1n} \to \infty \) as \( n \to \infty \) at a suitable rate, to be specified later. Since \( E|\sum_{i=1}^{N_n} a_{in} W_{2i}| \leq \sum_{i=1}^{N_n} |a_{in}| E|W_i| \mathbb{I}(|W_i| > t_{1n}) = o(1) \), it remains to show that \( \sum_{i=1}^{N_n} a_{in} W_{1i} = o_p(1) \). Using \( E(W_{1i}) = -E(W_{2i}) \),
\[
E \left[ \sum_{i=1}^{N_n} a_{in} W_{1i} \right] = o(1).
\]
(5.7)

To calculate the variance, let \( J_n = \{ s_i - s_j : 1 \leq i, j \leq N_n \} \) and for \( h \in J_n \), let \( J_n(h) = \{ (i, j) : 1 \leq i, j \leq N_n, s_i - s_j = h \} \). Then,
\[
\text{Var} \left( \sum_{i=1}^{N_n} a_{in} W_{1i} \right) = \sum_{h \in J_n} \left[ \sum_{(i,j) \in J_n(h)} a_{in} a_{jn} \text{Cov}(W_{1i}, W_{1j}) \right]
= \sum_{h \in J_n} \left[ \sum_{i=1}^{N_n} a_{in}^2 \right] \alpha(\|h\|_1; 1)(2t_{1n})^2
\leq K \left[ \eta_n^{-d} \sum_{i=1}^{N_n} a_{in}^2 \right] (t_{1n}^2) \left[ \int_0^\infty y^{d-1} \alpha_1(y) \, dy \cdot g_1(1) \right]
= o(1),
\]
if we set \( t_{1n} = [\eta_n^{-d} \sum_{i=1}^{N_n} a_{in}^2]^{-1/4} \). Now, Lemma 5.2 follows from (5.7) and (5.8).

**Proof of Theorem 3.1.** For clarity of exposition, we explicitly indicate and separate out the main steps in the proof of Theorem 3.1.

**Step (I): Uniform one-step asymptotic approximation for \( M_n(u) \).** First in (5.12) below we obtain a one-step Taylor-type expansion of the M-score \( M_n(u) \) uniformly over every compact intervals \( \{ \|u\| \leq b \} \), \( b > 0 \). Towards that, for \( u \in \mathbb{R}^p \) let \( I = I_n(u) = \{ i : 1 \leq i \leq N_n, v_i u \geq 0 \} \) and \( J = J_n(u) = \{ 1, \ldots, N_n \} \setminus I \). Then, using the smoothness of \( \psi \), we have
\[
C_n^{-1} \{ M_n(\beta + D_n^{-1} u) - M_n(\beta) \}
\]
\[
= C_n^{-1} \sum_{i=1}^{N_n} w_n(s_i) [\psi(Z(s_i) - v_i u) - \psi(Z(s_i))]
\]
\[
= -C_n^{-1} \sum_{i \in I} w_n(s_i) \int_{Z(s_i) - v_i u}^Z \psi'(t) \, dt + C_n^{-1} \sum_{i \in J} w_n(s_i) \int_{Z(s_i)}^{Z(s_i) - v_i u} \psi'(t) \, dt
\]
\[ f = -C^{-1} \sum_{i \in I} w_n(s_i) \int_{-v_i u}^{0} \psi'(Z(s_i) + t) dt \]
\[ + C^{-1} \sum_{i \in J} w_n(s_i) \int_{0}^{-v_i u} \psi'(Z(s_i) + t) dt. \]

Fix any \( b \in (0, \infty) \) arbitrarily. Writing \( t_i \equiv \sup \{ |v_i u| : ||u|| \leq b \} \), bounding the limits of the integral by \( -t_i \) and \( t_i \) and then taking expectation, we get

\[ E \sup_{||u|| \leq b} \left| C^{-1} \left\{ M_n(\beta + D_n^{-1} u) - M_n(\beta) \right\} + C^{-1} \sum_{i=1}^{N_n} w_n(s_i)(v'_i u)\psi'(Z(s_i)) \right| \leq \left( \sum_{i \in I} \left\| C^{-1} w_n(s_i) \right\| \int_{-t_i}^{0} E|\psi'(Z(0) + t) - \psi'(Z(0))| dt \right. \]
\[ + \left. \sum_{i \in J} \left\| C^{-1} w_n(s_i) \right\| \int_{0}^{t_i} E|\psi'(Z(0) + t) - \psi'(Z(0))| dt \right). \]

However,

\[ \sum_{i=1}^{N_n} \left\| C^{-1} w_n(s_i) \right\| v'_i \leq \sum_{i=1}^{N_n} \left\| C^{-1} w_n(s_i) \right\| ||v_i|| \]
\[ = \eta_n^d \cdot \text{tr} \left( \sum_{i=1}^{n} v_i v'_i \right) = \text{tr}(I_p) = p. \]

Hence right hand side of (5.9) is \( o(1) \). Next we use Lemma 5.2 to show that

\[ C^{-1} \sum_{i=1}^{n} w_n(s_i)v'_i \{ \psi'(Z(s_i)) - E\psi'(Z(0)) \} = o_p(1). \]

Note that

\[ \sum_{i=1}^{n} \left\| C^{-1} w_n(s_i) \right\|^2 \leq \eta_n^{2d} \sum_{i=1}^{n} ||v_i||^4 \leq p\eta_n^d m_n^2. \]

Hence, using (5.10) and (5.11) and applying Lemma 5.2 componentwise, we have

\[ \sup_{||u|| \leq b} \left| C^{-1} \sum_{i=1}^{n} w_n(s_i)(v'_i u)\{ \psi'(Z(s_i)) - E\psi'(Z(0)) \} \right| \leq b \left| C^{-1} \sum_{i=1}^{n} w_n(s_i)v'_i \{ \psi'(Z(s_i)) - E\psi'(Z(0)) \} \right| = o_p(1), \]

and consequently for any given \( b \in (0, \infty) \),

\[ \sup_{||u|| \leq b} \left\| C^{-1} \left\{ M_n(\beta + D_n^{-1} u) - M_n(\beta) \right\} + E\psi'(Z(0)) u \right\| = o_p(1). \]
Step (II): $D_n^{-1}$-consistency of $\hat{\beta}_n$. Now we show the existence of a tight sequence of solutions of (1.3). Towards that, for any $M, \eta > 0,$

(5.13) \[ P[\|D_n(\hat{\beta}_n - \beta)\| \geq M] \leq P[\|D_n(\hat{\beta}_n - \beta)\| \geq M, \|C_n^{-1} M_n(\beta + D_n^{-1} D_n(\hat{\beta}_n - \beta))\| \leq \eta] + P[\|C_n^{-1} M_n(\hat{\beta}_n)\| \geq \eta] \leq P\left[ \inf_{\|v\| \geq M} \|C_n^{-1} M_n(\beta + D_n^{-1} v)\| \leq \eta \right] + P[\|C_n^{-1} M_n(\hat{\beta}_n)\| \geq \eta] = (I) + (II), \]

say.

Using the polar representation of $v = r\theta$ and the Cauchy-Schwarz inequality we have,

\[ \inf_{\|v\| \geq M} \|C_n^{-1} M_n(\beta + D_n^{-1} v)\| = \inf_{\|\theta\| = 1, r \geq M} \|C_n^{-1} M_n(\beta + D_n^{-1} r\theta)\| \geq \inf_{\|\theta\| = 1, r \geq M} -\theta' C_n^{-1} M_n(\beta + D_n^{-1} r\theta) \]

\[ = \inf_{\|\theta\| = 1} \{-\theta'[C_n^{-1} M_n(\beta + D_n^{-1} \theta M) - C_n^{-1} M_n(\beta) + E\{\psi'(Z(0))\}\theta M] - \theta' C_n^{-1} M_n(\beta)\} + E\{\psi'(Z(0))\} M, \]

where the second equality follows since using (1.3),

\[ -\theta' C_n^{-1} M_n(\beta + D_n^{-1} r\theta) = \eta_n \sum (-\theta' v_i) \psi\{Y(s_i) - (\theta' v_i) r\} \]

is monotonically nondecreasing in $r$. The first term in the last equality is $o_p(1)$ by (5.12) and the second term is $O_p(1)$ by Theorem 4.2 of Lahiri (2003). Therefore (I) can be made very small by choosing sufficiently large $M$. Also, (II) can be made small by the definition of the M-estimator in (1.3) and thus $D_n(\hat{\beta}_n - \beta) = O_p(1)$.

Step (III): Asymptotic distribution of $D_n(\hat{\beta}_n - \beta)$. Now substituting $u = D_n(\hat{\beta}_n - \beta)$ in (5.12) (which is possible because of uniform convergence on compact sets and $D_n(\hat{\beta}_n - \beta) = O_p(1)$), we obtain

\[ D_n(\hat{\beta}_n - \beta) = \chi_0^{-1} C_n^{-1} M_n(\beta) + o_p(1). \]

Hence using the Cramer-Wold device and Theorem 4.2 and Proposition 4.2(ii) of Lahiri (2003) with $L(\cdot) \equiv K$ and $\alpha_1(y) = y^{-\tau},$ one can show that for any $a \in \mathcal{R}^p$ with $a \neq 0,$

(5.14) \[ a' C_n^{-1} M_n(\beta) \rightarrow^d N\left(0, \left[ \prod_{i=1}^d \delta_i \right]^{-1} \int \sigma(s) |a' Q(s) a| ds \right). \]

Hence, Theorem 3.1 now follows from (5.14).

PROOF OF THEOREM 3.2. Note that Steps (II) and (III) in the proof of Theorem 3.1 are valid even for a nonsmooth $\psi$. Hence, it is enough to establish an analog of Step
(I), i.e., the uniform one-step asymptotic approximation for $M_n(\beta)$. For $i = 1, \ldots, N_n$, let $\zeta_i(x; v) = 1(\varepsilon(s_i) \leq x + w'_n(s_i)D^{-1}_n v) - 1(\varepsilon(s_i) \leq x), x \in \mathbb{R}, v \in \mathbb{R}^p$. Then, it is easy to check that for any $u \in \mathbb{R}^p$,

$$\eta_n^d \int \sum_{i=1}^{N_n} v_i \zeta_i(x; v) \psi(dx) = -C_n^{-1} \{M_n(\beta + D^{-1}_n v) - M_n(\beta)\}$$

(5.15)

$$\eta_n^d \int \sum_{i=1}^{N_n} v_i E \zeta_i(x; v) \psi(dx) = v \int g_0(x) \psi(dx) + o(1).$$

Therefore, in analogy to (5.12), it is enough to show that for any $b \in \mathbb{N}$,

$$(5.16) \Delta_n(b) = \sup_{v \in [-b, b]^p} \left\| \eta_n^d \int \left[ \sum_{i=1}^{N_n} v_i \{\zeta_i(x; v) - E\zeta_i(x; v)\} \right] \psi(dx) \right\|_p = o_p(1) \quad \text{as} \quad n \to \infty.$$

To that end, we proceed in two steps. In the first step, we obtain a bound on $\Delta_n(b)$ on a discretized version of the supremum (leading to (5.19) below) and in the second step, we use Lemma 5.1 to show that each of the three terms in the resulting bound is negligible. Let $\{\epsilon_{1n}\} \subset (0, 1)$ be a sequence of real numbers such that $\epsilon_{1n} \to 0$ as $n \to \infty$ and $\epsilon_{1n}^{-1} \in \mathbb{N}$ for all $n \geq 1$. The exact rate at which $\{\epsilon_{1n}\}$ goes to zero will be specified later. Next, let $T_n = \{i \in \mathbb{N} : \epsilon_{1n} \leq i \in [-b, b]^p\}$. Then $|T_n|$ is the size of $T_n$ equal to $(2b + 1)/\epsilon_{1n}$. Write any $v \in [-b, b]^p$ as $v = t + u$ where $t$ is the nearest member of $v$ which is in $T_n$. The supremum in (5.16) will be taken in two stages; at the first stage, the maximum over the members $\{t\}$ of $T_n$ is taken and at the second stage the supremum over the members $\{u\}$ in the balls of radius $\epsilon_{1n}$ with center at members of $T_n$ is taken. Write $\epsilon_n = \sup \{||u|| : u \in [0, \epsilon_{1n}]^p\} = \sqrt{b} \epsilon_{1n}$. At the second stage, we will invoke the monotonicity of the indicator functions involving $\zeta_i(x; t + u)$ and their expectations to replace the supremum over $\{u\}$ in the balls of radius $\epsilon_{1n}$ by $\epsilon_n$.

$$\Delta_n(b) \leq \max_{t \in T_n} \left\| \eta_n^d \int \left[ \sum_{i=1}^{N_n} v_i \{\zeta_i(x; t) - E\zeta_i(x; t)\} \right] \psi(dx) \right\|_p$$

$$(5.17) + \max_{t \in T_n} \sup_{u \in [0, \epsilon_{1n}]^p} A_{3n}(t; u) \eta_n^d,$$

where

$$A_{3n}(t; u) = \left\| \int \left[ \sum_{i=1}^{N_n} v_i \{\zeta_i(x; t + u) - E\zeta_i(x; t + u)\} \right. \right.$$

$$- \left. \sum_{i=1}^{N_n} v_i \{\zeta_i(x; t) - E\zeta_i(x; t)\} \right] \psi(dx) \right\|_p.$$

Note that for any $u, t \in \mathbb{R}^p$, with $I = I(u) = \{1 \leq i \leq N_n : v'_i u \geq 0\}$ and $J = I^c$, we have

$$\left\| \int \left[ \sum_{i=1}^{N_n} v_i \{\zeta_i(x; u + t) - \zeta_i(x; t)\} \right] \psi(dx) \right\|_p$$
\[
\begin{align*}
&= \left\| \int \left[ \sum_{i \in I} v_i \mathbb{I}(x + v_i't < Z(s_i) \leq x + v_i'(t + u)) \right] \psi(dx) \\
&\quad + \int \left[ \sum_{i \in I} v_i \mathbb{I}(x + v_i'(t + u) < Z(s_i) \leq x + v_i't) \right] \psi(dx) \right\| \\
&\leq \sum_{i=1}^{N_n} \|v_i\| \int \mathbb{I}(x + v_i't - \|v_i\|^\|u\|^\|Z(s_i) \leq x + v_i't + \|v_i\|^\|u\|) \psi(dx) \\
&= A_{1n}(t; \|u\|), \text{ say.}
\end{align*}
\]

Similarly, for any \( t, u \in \mathbb{R}^p \),
\[
\begin{align*}
&= \left\| \int \left[ \sum_{i=1}^{N_n} v_i \{E\zeta_i(x; t + u) - E\zeta_i(x; t)\} \right] \psi(dx) \right\| \\
&\leq \sum_{i=1}^{N_n} \|v_i\| \int P(x + v_i't - \|v_i\|^\|u\|^\|Z(0) \leq x + v_i't + \|v_i\|^\|u\|) \psi(dx) \\
&= A_{2n}(t; \|u\|), \text{ say.}
\end{align*}
\]

Therefore, by the monotonicity of \( A_{kn}(t; \cdot), k = 1, 2 \) in the second argument,
\[
\begin{align*}
(5.18) \quad \sup_{u \in [0, \epsilon_n]^p} A_{3n}(t, u) &\leq A_{1n}(t; \epsilon_{2n}) + A_{2n}(t; \epsilon_{2n}) \\
&\leq |A_{1n}(t; \epsilon_{2n}) - A_{2n}(t; \epsilon_{2n})| + 2A_{2n}(t; \epsilon_{2n})
\end{align*}
\]

for all \( t \in \mathbb{R}^p \).

Combining (5.17) and (5.18) we have
\[
(5.19) \quad \Delta_n(b) \leq \max_{t \in T_n} \left\| \eta_n^d \int \left[ \sum_{i=1}^{N_n} v_i \{\zeta_i(x; t) - E\zeta_i(x; t)\} \right] \psi(dx) \right\| \\
\quad + \max_{t \in T_n} |A_{1n}(t; \epsilon_{2n}) - A_{2n}(t; \epsilon_{2n})| \eta_n^d \\
\quad + 2 \max_{t \in T_n} A_{2n}(t; \epsilon_{2n}) \eta_n^d \\
\quad = I_{1n} + I_{2n} + I_{3n}, \text{ say}
\]

Since \( G_0 \) has a bounded continuous density \( g_0 \), for any \( \epsilon > 0 \),
\[
(5.20) \quad \sup_{a \in \mathbb{R}} |G_0(a + \epsilon) - G_0(a - \epsilon)| \leq 2\epsilon\|g_0\|_{\infty}.
\]

Hence, by (5.11) and (5.20), from (5.19) we have
\[
(5.21) \quad I_{3n} \leq \eta_n^d \sum_{i=1}^{n} \|v_i\| \int (2\|v_i\|\epsilon_{2n})\|g_0\|_{\infty} \psi(dx) \leq K(p, \psi_0) \epsilon_{1n}
\]

where \( \psi_0 \equiv \int \psi(dx) \).
Note that by applying Lemma 5.1 with \( r = (4d - 1)/(4d - 3) > 1 \), for any collection of Borel sets \( \{B_{i,x} : 1 \leq i \leq n, x \in \mathbb{R} \} \) and for any nonrandom weights \( \tilde{w}_1, \ldots, \tilde{w}_n \in \mathbb{R} \), we get

\[
E \left| \sum_{i=1}^{n} \tilde{w}_i \left\{ \mathbb{I}(Z(s_i) \in B_{i,x}) - P(Z(0) \in B_{i,x}) \right\} \psi(dx) \right|^4 \leq \psi_0^{-4} \sum_{i=1}^{n} \tilde{w}_i \left\{ \mathbb{I}(Z(s_i) \in B_{i,x}) - P(Z(0) \in B_{i,x}) \right\}^4 \psi(dx)
\]

\[
\leq K_1 \psi_0^{-4} \sum_{i=1}^{n} \left[ \alpha_1 n \lambda_n^{-d} n^{-4d/2s} n^{-2/s} + \alpha_2 n \lambda_n^{-d} n^{-4d/2s} n^{-4s/2} \right] \psi(dx)
\]

\[
\leq K_2 n \lambda_n^{-4d/2s} n^{-4s/2} \left[ \lambda_n^{-d} n^{-2/s} + \lambda_n^{-d} n^{-4s/2} \right],
\]

where \( \tilde{w}_0 = \max\{w_i \mid 1 \leq i \leq n\} \), \( \pi_n = \max\{P(Z(0) \in B_{i,x}) : i = 1, \ldots, n, x \in \mathbb{R}\} \), \( \alpha_1 = \sum_{i=1}^{n} k^{3d-1} - \alpha(k \delta_0; 3^s \delta d)^{d/2} \) and \( \alpha_2 = \sum_{i=1}^{n} k^{d-1} - \alpha(k \delta_0; \delta d)^{d/2} \). Here, the factor \( s \) is defined by the equation \( 1/r + 2/s = 1 \) and, by our choice of \( r \) and the condition on \( \tau \), \( \alpha_1 + \alpha_2 = O(1) \) as \( n \to \infty \).

Hence, by (5.19), (5.21) and (5.22), for any \( \epsilon > 0 \), there exists \( n_\epsilon \in \mathbb{N} \) such that for all \( n \geq n_\epsilon \),

\[
A_{4n} = P(\Delta_n(b) > 3\epsilon) \leq P(I_{1n} > \epsilon) + P(I_{2n} > \epsilon) \leq \left[ T_n \cdot K_3 \epsilon^{-4} m_n \left[ \lambda_n^{d/2s} n^{d/2s} + \lambda_n^{2d/2s} n^{d/2s} \right] \right] + [T_n] \cdot K_4 \epsilon^{-4} m_n \left[ \lambda_n^{d/2s} n^{d/2s} + \lambda_n^{2d/2s} n^{d/2s} \right],
\]

where \( \pi_n = \sup\{E \mathbb{I}(x, t) : i = 1, \ldots, n, x \in \mathbb{R}, t \in T_n \} \), \( \pi_{2n} = \sup\{P(x + v_i t - \|v_i\| \epsilon b_n < Z(0) \leq x + v_i t + \|v_i\| \epsilon b_n) : i = 1, \ldots, n, x \in \mathbb{R}, t \in T_n \} \). Note that by (5.20), \( \pi_{1n} \leq 2 \max\{\|v_i\| \cdot |t| : i = 1, \ldots, n, t \in T_n \}\|g_0\|_{\infty} \leq 2\|g_0\|_{\infty} \cdot (b \sqrt{\delta}) m_n \) and similarly, \( \pi_{2n} \leq 2\|g_0\|_{\infty} \cdot (b \sqrt{\delta}) m_n \).

Hence, by the condition on \( m_n \),

\[
A_{4n} \leq K_5 \epsilon^{-4} \left\{ (2b + 1)/\epsilon_1 n \mathbb{P}[(m_n^2 \lambda_n^d) m_n^2 n^{d/2s} + (m_n^2 \lambda_n^d) n^{4d/2s}] \right\} \leq K_6 \epsilon^{-4} \cdot \epsilon_1 n \mathbb{P}[\sigma(\lambda_n^{(\tau-d)/2\tau} \{ \lambda_n^{(\tau-d)/2\tau} \})] = o(1),
\]

if we choose \( \epsilon_1 \sim \left| \lambda_n^{(\tau-d)/2\tau} (2 + \frac{2d}{s}) \right|^{1/2p} \), say. Note that by our choice of \( \tau \), the exponent \( \frac{\tau-d}{2\tau} (2 + \frac{2d}{s}) - \frac{2d}{s} < \frac{1}{4} (3 - \frac{1}{r}) - d(1 - \frac{1}{r}) = 0 \). This completes the proof of (5.16). The rest follows as in the proof of Theorem 3.1 with the analogous use of (5.13) and (5.14).

Note. A less stringent condition on \( \tau \) obtains if we choose \( r \) and \( s \) to ensure \( \frac{\tau-d}{2\tau} (2 + \frac{2d}{s}) - \frac{2d}{s} = 0 \). It is easy to check that this leads to the requirement that \( \tau > 3d \frac{r_1}{r_1 - 1} \) for \( r_1 = [4\tau d - (\tau - d)]/[4\tau d - 3(\tau - d)] \), in place of \( \tau > 3d(4d - 1)/(4d - 3) \). The new bound is better when \( \tau \) is close to \( d \), i.e., when \( \delta \) is large.

Also, condition (N.1) can be slightly weakened by assuming that \( t \to \int F(x + t) \psi(dx) \) is Lipschitz continuous.

**Proof of Theorem 3.3.** Follows by straightforward modification of the steps in the proofs of Theorems 3.1 and 3.2. We omit the details.
6. Proofs for the stochastic design case

Suppose that \( \{Z(s) : s \in \mathbb{R}^d\} \) and \( \{X_n\}_{n \geq 1} \) are defined on a probability space \((\Omega, \mathcal{F}, P)\). Let \( \mathcal{X} \) denote the \( \sigma \)-field generated by \( X_1, X_2, \ldots \). Also, let \( P_{\mid \mathcal{X}^\prime}, E_{\mid \mathcal{X}^\prime} \) and \( \text{Var}_{\mid \mathcal{X}^\prime} \) denote the conditional probability, expectation and variance, given \( \mathcal{X} \). The (marginal) joint distribution of \( X_1, X_2, \ldots \) on \((\mathbb{R}^d)\) is denoted by \( P_X \), and the corresponding expectation by \( E_X \). Let \( \mathcal{G} \) be the \( \sigma \)-field generated by \( \mathcal{X} \) and \( \{Z(s) : s \in \mathbb{R}^d\} \). For \( \mathcal{G} \)-measurable random vectors \( T_0 \) and \( \{T_n\}_{n \geq 1} \), we shall say that

\[
T_n \rightarrow T_0 \text{ in } P_{\mid \mathcal{X}} \text{ probability } \text{ a.s. } (P_X)
\]

if for every \( \epsilon > 0 \),

\[
P_{\mid \mathcal{X}}(\|T_n - T_0\| > \epsilon) \rightarrow 0 \text{ as } n \rightarrow \infty \text{ a.s. } (P_X).
\]

Also, write \( \eta_{n_1} = \max\{\log n, n\lambda_n^{-d}\}^{-1/d}, n \geq 2 \).

**Lemma 6.1.** Let \( A \) be a Borel subset of \( \mathbb{R}_0 \) and let \( p = \int_A f(x) \, dx \).

(i) For every \( 0 < \epsilon < 1 \), there exists a constant \( C(\epsilon) > 1 \), depending only on \( \epsilon \), such that for any \( n \geq 1 \) and \( \beta > 0 \) satisfying \( np < C(\epsilon)\beta \),

\[
P_X \left( \sum_{i=1}^n \mathbb{I}(X_i \in A) > np + \beta \right) \leq \exp\left(-\left(1 - \epsilon\right)\beta \log[\beta/(np)]\right).
\]

(ii) For any \( 0 < \epsilon < 1 \), \( \beta > 0 \), \( n \geq 1 \) with \( \beta < np \log(1 + \epsilon) \),

\[
P_X \left( \sum_{i=1}^n \mathbb{I}(X_i \in A) > np + \beta \right) \leq \exp\left(-\left(1 - \epsilon\right)\beta^2/[2np]\right).
\]

**Proof of Lemma 6.1.** This is Lemma 5.1 of Lahiri (2003).

**Lemma 6.2.** Let \( g : \mathbb{R} \rightarrow \mathbb{R} \) be a Borel measurable function satisfying \( E|g(Z(0))| < \infty \) and \( Eg(Z(0)) = 0 \). Also, let \( a_{in} = a_{in}(X), i = 1, \ldots, n \) be \( \mathcal{X} \)-measurable random variables satisfying

\[
\sum_{i=1}^n |a_{in}(X)| = O(1) \quad \text{a.s. } (P_X)
\]

and

\[
\max\{\log n, n\lambda_n^{-d}\} \cdot \sum_{i=1}^n a_{in}^2(X) \equiv o(1) \quad \text{a.s. } (P_X).
\]

Then, \( \sum_{i=1}^n a_{in}(X)g(Z(s_i)) \rightarrow 0 \) in \( P_X \)-probability, a.s. \( (P_X) \).

**Proof.** Define the variables \( W_1, W_{2i}, 1 \leq i \leq n \) as in the proof of Lemma 5.2, where \( t_{1n} \rightarrow \infty \) as \( n \rightarrow \infty \) is to be specified. Then as in (5.7),

\[
\left| \sum_{i=1}^n a_{in}E_X(W_{1i}) \right| + E_X \left| \sum_{i=1}^n a_{in}W_{2i} \right| \leq 2 \left( \sum_{i=1}^n |a_{in}| \right) E|g(Z(0))| \mathbb{I}(|g(Z(0))| > t_{1n}) = o(1), \quad \text{a.s. } P_X.
\]
Next, let $J_{1n} = \{i \in \mathbb{Z}^d : i + C \cap R_n \neq \emptyset\}$. Then, by Lemma 6.1, with $\beta_n = K_1 \max\{\log n, n \lambda_n^{-d}\}$ for some suitable $K_1 \in (0, \infty)$,

$$\sum_{n=1}^{\infty} Px \left( \sum_{j=1}^{n} \mathbb{I}(\lambda_n X_j \in [i + C]) > \beta_n \text{ for some } i \in J_n \right) \leq K_2 \sum_{n=1}^{\infty} \lambda_n^d \exp(-3 \log n) < \infty.$$

Hence, there exists a set $A$ with $P(A) = 1$ such that for every $\omega \in A$, there is a $n_0 = n_0(\omega) \geq 1$ such that

$$\max_{i \in J_n} \sum_{j=1}^{n} \mathbb{I}(\lambda_n X_j \in [i + C]) \leq \beta_n \text{ for all } n \geq n_0(\omega). \quad (6.4)$$

Next, for $j \in J_{1n}$, let $Y_n(j)$ denote the sum of all $a_{in}(X)W_{1i}$ such that $s_i \in [j + C]$, i.e., $Y_n(j) = \sum_{i=1}^{n} a_{in}(X)W_{1i}\mathbb{I}(s_i \in [j + C])$. Then for $\omega \in A$ and for all $n \geq n_0(\omega)$, $Y_n(j)$ is the sum of atmost $\beta_n$ variables. W.l.g, suppose that $\sum_{i=1}^{n} |a_{in}(X)| = O(1)$ and $\beta_n \sum_{i=1}^{n} |a_{in}^2(X)| = o(1)$ on $A$. Hence, as in the proof of Lemma 5.2, for $\omega \in A$ and for $n \geq n_0(\omega)$,

$$\text{Var}_{\omega}(\sum_{i=1}^{n} a_{in}(X)W_{1i}) = \sum_{j \in J_{1n}} \sum_{k \in J_{1n}} \text{Cov}_{\omega}(Y_n(j), Y_n(k)) \leq \sum_{j \in J_{1n}} \sum_{k \in J_{1n}} 4\alpha(\|j - k\|_1; 1) \left\{ \sum_{i=1}^{n} |a_{in}(X)| \mathbb{I}(s_i \in [j + C]) \right\} \left\{ \sum_{i=1}^{n} |a_{in}(X)| \mathbb{I}(s_i \in [k + C]) \right\} (2t_{1n})^2 \leq 16 \sum_{h \in \mathbb{Z}^d} \alpha(\|h\|_1; 1) \left\{ \sum_{j \in J_{1n}} \left( \sum_{i=1}^{n} |a_{in}(X)| \mathbb{I}(s_i \in [j + C]) \right) \right\}^2 t_{1n} \leq K_3 \left[ \int y^{d-1} \alpha_1(y)dy \cdot g_1(1) \right] \left[ \sum_{i=1}^{n} a_{in}(X)^2 \right] t_{1n}^2 \beta_n,$$

by the Cauchy-Schwarz inequality. Hence, by (6.2), setting $t_{1n} = \{\beta_n[\sum_{i=1}^{n} a_{in}(X)^2]\}^{-1/4}$, the lemma is proved.

**Lemma 6.3.** For each $n \geq 1$, let $e_n(s) \in \langle Z(s) \rangle$, $s \in R_n$ be a collection of centered Bernoulli variables with $P(e_n(s) = -\pi_n(s)) = 1 - P(e_n(s) = 1 - \pi_n(s)) = 1 - \pi_n(s)$, where $\pi_n(s) \in [0, \pi_0]$ for all $s \in R_n$ for some $\pi_0 \in (0, 1]$. Let $\{\omega_0(s) : s \in R_n\}$ be
nonrandom weights with $\sup_{s \in R_n} |\omega_n(s)| = M_{0n} < \infty$ for all $n \geq 1$. Then, there exists a random variable $N \in \mathcal{X}$ such that for almost all realizations of $X_1, X_2, \ldots$,

$$(6.5) \quad E_{|X} \left( \sum_{i=1}^{n} \omega_n(s_i) e_n(s_i) \right)^4 \leq K(d, s) \lambda_n^{-4d} \eta_{1n}^{-4d} M_{0n}^{-4d} \left( \sum_{k=0}^{d\lambda_n} (k+1)^{3d-1} \alpha(k;3)^{1/r} \right)^2$$

$$+ K(d, s) \lambda_n^{-2d} \eta_{1n}^{-4d} M_{0n}^{-4d} \left( \sum_{k=0}^{d\lambda_n} (k+1)^{d-1} \alpha(k;1)^{1/r} \right)^2$$

for all $n \geq N$, where $s_i = \lambda_n X_i$, $1 \leq i \leq n$, $\eta_{1n}^{-d} = \max\{\log n, n\lambda_n^{-d}\}$, and where $r \in (1, \infty)$ and $s \in (2, \infty)$ are real numbers satisfying $\frac{1}{r} + \frac{2}{s} = 1$.

**PROOF.** As in the proof of Lemma 5.1, we define the sets

$$\tilde{I}_n = \{ i \in \mathbb{Z}^d : i + C \cap R_n \neq \emptyset \},$$

and

$$\tilde{J}_n(i) = \{ j : 1 \leq j \leq n, s_j \in (i + C) \cap R_n \}, \quad i \in \tilde{I}_n.$$ 

Also, let $\tilde{Y}(i) = \sum_{j \in \tilde{J}_n(i)} \omega_n(s_j) e_n(s_j)$ denote the sum over all $\omega_n(s_j)e_n(s_j)$ such that the sampling site $s_j \in (i + C) \cap R_n$, $i \in \tilde{I}_n$. Then, it follows that the left side of (6.5) is equal to $E_{|X} \left( \sum_{i \in \tilde{I}_n} \tilde{Y}(i) \right)^4$. Note that $\tilde{Y}(i)$ is measurable with respect to $\sigma(\{Z(s) : s \in i + C\})$, $i \in \tilde{I}_n$ and the minimum distance (in the $\ell^1$-norm) between the points in $i + C$ and $j + C$, $i, j \in \tilde{I}_n \subset \mathbb{Z}^d$ is $(\|i-j\|_1 - d)_+$. Although the number of $e_n(s)$-variables entering in the sum $\tilde{Y}(i)$ may be different, by (6.4), it follows that there exists a random $\mathcal{X}$-measurable variable $N$ such that for almost all realizations of $X_1, X_2, \ldots$,

$$(6.6) \quad \max_{i \in \tilde{I}_n} \sum_{j=1}^{n} \mathbb{I}(\lambda_n X_j \in (i + C) \cap R_n) \leq \beta_n \quad \text{for all} \quad n \geq N,$$

where $\beta_n = K_1 \eta_{1n}^{-d}$ for some nonrandom $K_1 \in (0, \infty)$.

Hence, as in the derivation of (5.3), for almost all realizations of $X_1, X_2, \ldots$,

$$(6.7) \quad E_{|X} |\tilde{Y}(i)|^a \leq 2 \pi_{0n} |\tilde{J}_n(i)|^a M_{1n}^a \leq k_2 \beta_n^{-a} M_{1n}^a \pi_{0n}$$

uniformly in $i \in \tilde{I}_n$, whenever $n \geq N$. Now the proof of the lemma may be completed by retracting the arguments in the proof of Lemma 5.1. We omit the routine details.

**PROOF OF THEOREM 4.1.** The main steps in the proof of Theorem 4.1 is similar to those of Theorem 3.1, and hence we only point out the necessary modifications. Using the arguments in the proof of (5.9), for any given $b \in (0, \infty)$, we have

$$(6.8) \quad E_{|X} \left\{ \sup_{\|u\| \leq b} \left\| \tilde{C}_n^{-1} \{ M_n(\beta + \tilde{D}_n^{-1} u) - M_n(\beta) \} \right\| \right\}$$
\[-C_n^{-1} \sum_{i=1}^{n} \omega_n(s_i)(\tilde{v}_i'u)\psi(Z(s_i))\| \leq \sum_{i=1}^{n} ||C_n^{-1}\omega_n(s_i)|| \int_{-t_0i}^{t_0i} E|x|\psi'(Z(0) + y) - \psi'(Z(0))|dy \leq K_i b \sum_{i=1}^{n} ||C_n^{-1}\omega_n(s_i)||||\tilde{v}_i||\gamma_n, \]

where \(t_0i = \sup \{||\tilde{v}_i'u|| : ||u|| \leq b\} \) and \(\gamma_n = \sup \{E|\psi'(Z(0) + y) - \psi'(Z(0))| : |y| \leq b\tilde{m}_0n\} \) and \(\tilde{m}_0n = \max \{||\tilde{v}_i|| : 1 \leq i \leq n\} \).

Note that with probability 1,
\[(6.9) \quad ||\tilde{v}_1|| \leq \lambda_n^{-d/2} \sup_{s \in \mathbb{R}^d} ||\hat{D}_{1n}^{-1}\omega_n(s)|| = \lambda_n^{-d/2}M_1n. \]

Hence, by (C.3), there exists a (nonrandom) \(n_0 \in \mathbb{N}\) such that for all \(n \geq n_0\),
\[(6.10) \quad P_X((n-1)\tilde{d}||\hat{v}_1||^2 \leq n^{-3/4}) = 1. \]

By (6.10) and Hoeffding’s inequality (cf. Theorem 2, Hoeffding (1963)), for any \(\epsilon > 0\),
\[P_X \left(\left\|n^{-1}\lambda_n^d \sum_{i=1}^{n} \{||\tilde{v}_i||^2 - E_X||\tilde{v}_i||^2\}\right| > \epsilon \right) \leq 2 \exp(-2\epsilon^2/[n(n^{-3/4})^2])
= 2 \exp(-2\epsilon^2n^{1/2}) \quad \text{for all } n \geq n_0. \]

Hence, by the Borel-Cantelli Lemma,
\[n^{-1}\lambda_n^d \sum_{i=1}^{n} (||\tilde{v}_i||^2 - E_X||\tilde{v}_i||^2) = o(1) \quad \text{a.s.} \]

Note that
\[n^{-1}\lambda_n^d \sum_{i=1}^{n} E_X||\tilde{v}_i||^2 = \lambda_n^d \text{tr}(E_X\tilde{v}_1\tilde{v}_1')
= \text{tr}(\hat{D}_{1n}^{-1}[E_X\omega_n(\lambda_nX_1)\omega_n(\lambda_nX_1)'](\hat{D}_{1n}^{-1}'))
= \text{tr}(I_p) = p. \]

Hence, it follows that
\[(6.11) \quad n^{-1}\lambda_n^d \sum_{i=1}^{n} ||\tilde{v}_i||^2 \to p \quad \text{a.s. } (P_X). \]

Next, using (C.3) and (6.9)-(6.11), we have
\[(6.12) \quad (\log n \vee n\lambda_n^{-d}) \sum_{i=1}^{n} ||\tilde{v}_i||^4(n^{-1}\lambda_n^d)^2. \]
Hence using (6.11), (6.12) and Lemma 6.2 as in the proof of (5.11), one can show that for any \( b \in (0, \infty) \),
\[
\sup_{\|u\| \leq b} \left\| \tilde{C}_n^{-1} \sum_{i=1}^{n} \omega_n(s_i) \tilde{v}_i u \{ \psi'(Z(s_i)) - E\psi'(Z(s)) \} \right\| \to 0 \quad \text{in } P_{|X|}-\text{probability, a.s. } (P_X).
\]

Now using steps analogous to (5.12)–(5.14) as in the proof of Theorem 3.1 above and using Theorem 3.2 and Proposition 3.1 of Lahiri (2003), one can show that for almost all realizations of \( X_1, X_2, \ldots \),
\[
a' \tilde{C}_n^{-1} M_n(\beta) \to^d N(0, a' \Sigma_{\infty, \infty} a)
\]
for every \( a \in \mathbb{R}^p \) with \( \|a\| = 1 \) and hence the result follows.

**Proof of Theorem 4.2.** Like the proof of Theorem 4.1, here we outline the necessary modifications to the proof of Theorem 3.2 for the stochastic design case. For \( i = 1, \ldots, n, \ x \in \mathbb{R}, \ a \in (0, \infty) \) and \( t, u \in \mathbb{R}^p \), define
\[
\tilde{C}_i(x; u) = \mathbb{1}(Z(s_i) \leq x + \tilde{v}_i u) - \mathbb{1}(Z(s_i) \leq x); \\
\tilde{A}_1n(t; a) = \sum_{i=1}^{n} \|\tilde{v}_i\| \int \mathbb{1}(x + \tilde{v}_i t - \|\tilde{v}_i\|a < Z(s_i) \leq x + \tilde{v}_i t + \|\tilde{v}_i\|a) \psi(dx); \\
\tilde{A}_2n(t; a) = E_{|X|} A_1n(t; a).
\]

Then, as in (5.15), it is easy to check that
\[
\tilde{C}_n^{-1}[M_n(\beta + \tilde{D}_n^{-1} u) - M_n(\beta)] = -(n^{-1} \lambda_n^d) \sum_{i=1}^{n} \tilde{v}_i \int \tilde{C}_i(x; u) \psi(dx), \quad u \in \mathbb{R}^p.
\]

Let \( \{\varepsilon_{1n}\}_{n \geq 1} \) be a sequence of positive real numbers such that \( \varepsilon_{1n} \downarrow 0 \) as \( n \to \infty \) and \( \varepsilon_{1n}^{-1} \in \mathbb{N} \). The exact rate at which \( \varepsilon_{1n} \) decays will be specified later. Next, set \( \varepsilon_{2n} = \sqrt{p}\varepsilon_{1n} \) and define \( T_n \) as in the proof of Theorem 3.2. Then, repeating the arguments used in (5.16)–(5.19), one can show that for any given \( b \in (0, \infty) \),
\[
\tilde{A}_n(b) \equiv \sup_{u \in [-b, b]^p} \left\| \tilde{C}_n^{-1}\{M_n(\beta + \tilde{D}_n^{-1} u) - M_n(\beta)\} - (n^{-1} \lambda_n^d) \int \left[ \sum_{i=1}^{n} v_i E_{|X|} \tilde{C}_i(x; u) \right] \psi(dx) \right\|
\]
M-ESTIMATION IN SPATIAL REGRESSION

\[ \leq \max_{t \in T_n} \left( (n^{-1} \lambda_n^d) \int \left[ \sum_{i=1}^n \tilde{v}_i \{ \tilde{c}_i(x; t) - E_{\mid X} \tilde{c}_i(x; t) \} \right] \psi(dx) \right) \]

\[ + (n^{-1} \lambda_n^d) \max_{t \in T_n} | \hat{A}_{1n}(t; \epsilon_{2n}) - \hat{A}_{2n}(t; \epsilon_{2n}) | \]

\[ + 2(n^{-1} \lambda_n^d) \max_{t \in T_n} \hat{A}_{2n}(t; \epsilon_{2n}) \]

\[ \equiv \hat{I}_{1n} + \hat{I}_{2n} + \hat{I}_{3n}, \quad \text{say.} \]

By (5.20) and (6.11), it follows that

\[ (6.15) \quad \hat{I}_{3n} \leq 2(n^{-1} \lambda_n^d) \sum_{i=1}^n \| \tilde{v}_i \| \int (2 \| \tilde{v}_i \| \| \epsilon_{2n} \| g_0 \| \infty \psi(dx) \]

\[ = O(\epsilon_{1n}) \quad \text{a.s.} \quad (P_X). \]

Next, for any collection of Borel sets \( \{ B_{i,x} : 1 \leq i \leq n, x \in \mathbb{R} \} \) and any nonrandom weight function \( \omega_0(\cdot) : R_n \rightarrow \mathbb{R} \), by Lemma 6.3 and arguments in the proof of (5.22), there exist a constant \( K_2 \in (0, \infty) \) and a \( X \)-measurable random variable \( N \) such that a.s. \( (P_X) \), for all \( n \geq N \),

\[ (6.16) \quad E_{\mid X} \left( \psi_0^{-1} \int \left[ \sum_{i=1}^n \omega_0(s_i) \{1(Z(s_i) \in B_{i,x}) - P_{\mid X}(Z(0) \in B_{i,x}) \} \right] \psi(dx) \right)^4 \]

\[ \leq K_2 \eta_{1n}^{-4d} M_{on}^4 [\lambda_n^{2d}\pi_{on}^{2/s} + \lambda_n^{2d}\pi_{on}^{4/s}], \]

where \( \pi_{on} = \sup \{ P_{\mid X}(Z(0) \in B_{i,x}) : 1 \leq i \leq n, x \in \mathbb{R} \} \) and \( s \) is determined by the relation \( \frac{1}{r} + \frac{2}{s} = 1 \) with \( r = (4d - 1)/(4d - 3) \).

Next note that by (5.20), \( \sup \{ P(Z(0) \in [x - \| \tilde{v}_i \| \| t \|, x + \| \tilde{v}_i \| \| t \|]) : x \in \mathbb{R}, t \in T_n, i = 1, \ldots, n \} \leq K(b, p\| g_0 \| \infty \max \{ \| \tilde{v}_i \| : 1 \leq i \leq n \} \equiv \pi_{on}, \quad \text{say.} \) Now setting \( M_{on}^2 = \lambda_n^{-2d} M_{on}^2 \) and using (C.3), (6.16) and arguments leading to (5.23), one can show that a.s. \( (P_X) \),

\[ P_{\mid X}(\hat{\Delta}_n(b) > 3\epsilon) \leq K_3 \| J_n \| \epsilon^{-4d} \max \{ (n^{-1} \lambda_n^d) \| \tilde{v}_i \| : 1 \leq i \leq n \}^4 [\lambda_n^{2d}\pi_{on}^{2/s} + \lambda_n^{2d}\pi_{on}^{4/s}] \]

\[ \leq \frac{K_4}{\epsilon^4} \epsilon_{1n}^p (\log n)^4 \pi_{1n}^4 [\lambda_n^{2d}\pi_{1n}^{2/s} + \lambda_n^{2d}\pi_{1n}^{4/s}] \]

\[ \leq \frac{K_5}{\epsilon^4} \epsilon_{1n}^{p} o(\lambda_n^{(\tau-d)/2\tau} [\lambda_n^{(\tau-d)/4\tau-d}]^2) \]

\[ = o(1), \]

if we set \( \epsilon_{1n} \sim (\lambda_n^{(\tau-d)/2\tau} [\lambda_n^{(\tau-d)/4\tau-d}]^2)^{1/(2p)} \), say.

The rest follows as in the proof of Theorem 3.1 with the analogous use of (5.13) and (5.14).
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