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Abstract. Let $f_0(x)$ be the exponential density and $f_\gamma(x)$ the translation model. Let $(X_i)_{i=1,n}$ be i.i.d. random variables, with density $g$. We test that $g$ is $f_0$ against $g$ is a simple mixture, using the LRT statistic. We prove that the LRT diverges to infinity with probability 1/2 and it is equal to 0 with probability 1/2. Therefore, the classical likelihood limiting theory does not hold.
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1. Introduction

Let $X_1, X_2, \ldots, X_n$ be independently and identically distributed random variables, having the density $g$. We suppose that $g$ is a mixture of densities. Let $\mathcal{F} = \{f_\gamma; \gamma \in \Gamma\}$ be a family of densities. The set $\Gamma$ is a compact subset of $\mathbb{R}^l$ for some integer $l$. The densities $f$ are known up to the parameter $\gamma$. By definition, the set of all $p$-mixtures of densities of $\mathcal{F}$ is the set $\mathcal{G}_p$, defined by

$$
\left\{ g_{\pi,\alpha} = \sum_{i=1}^{p} \pi_i f_{\gamma_i}/\pi = (\pi_1, \ldots, \pi_p), \alpha = (\gamma_1, \ldots, \gamma_p), \right.
\left. \forall i = 1, \ldots, p, \gamma_i \in \Gamma, 0 \leq \pi_i \leq 1, \sum_{i=1}^{p} \pi_i = 1 \right\}.
$$

The unknown parameters of the mixture are $\pi$ and $\alpha$.

The mixture models have enormous importance in applications, see e.g. Everitt and Hand (1981), Titterington et al. (1985), McLachlan and Basford (1988), Lindsay (1995) and Roberts et al. (1998).

An important problem is assessing the number of components, i.e. to test if $g$ is a mixture of $p$-densities or a mixture of $q$-densities, with $q < p$. The Likelihood ratio tests (LRT) are the most commonly used methodology for generating tests in parametric models. The determination of the limiting distribution of the LRT statistic in the mixture model has been for many years an open problem. One of the key difficulties is that the parameters are not identifiable under the null hypothesis, so one cannot apply the standard limiting distribution theory. For example, for 2-mixture of densities, the model is:

$$
g_{\pi,\gamma_1,\gamma_2} = (1 - \pi)f_{\gamma_1} + \pi f_{\gamma_2}, \quad \pi \in [0,1].
$$
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The parameters are: \( \pi, \gamma_1 \) and \( \gamma_2 \). The model is not identifiable for these parameters. There exists mixtures \( g \) which have different representations \( g_{\pi, \gamma_1, \gamma_2} \) with different parameters \( \pi, \gamma_1 \) and \( \gamma_2 \). For example, we can write:

\[
\forall \pi \in [0, 1] \quad \forall \gamma \in \Gamma : \quad f_\gamma = (1 - \pi)f_\gamma + \pi f_\gamma.
\]

A partial solution for the mixture problem has been given by Ghosh and Sen (1985) for testing one density against 2-mixture of densities. But they impose a rather strong assumption concerning the distance between the parameters. They assumed that the model (1.1) verifies \( |\gamma_1 - \gamma_2| \geq \varepsilon \), for a fixed positive \( \varepsilon \). Redner (1981) proved that the maximum likelihood estimators for finite mixtures with compact parameter space is consistent in the quotient parameter space. Bickel and Chernoff (1993) gave the asymptotic distribution of the LRT statistic in a nonregular problem.

Dacunha-Castelle and Gassiat (1997) have proposed a complete solution without any assumption on the parameters but with conditions of regularity on the densities \( f \). In their paper, a reparametrization: \( (\theta, \beta) \in \Theta \times \mathcal{B} \), is introduced. The driving idea is to parametrize in such a way that one of the parameters is identifiable at the previously non identifiable point, so that it is possible to have asymptotic expansions in its neighborhood, and the other parameter contains all the non identifiability. The parameter \( \theta \) can be thought around the true point as something close to the Kullback distance, the parameter \( \beta \) can be thought as a "direction". It can not be consistently estimated. This parametrization is used to derive the asymptotic distribution of the LRT statistic. The key point for the asymptotic convergence is to assume that the closure \( \mathcal{D} \) of the derivatives of the log-likelihood with respect to \( \theta \), in any direction \( \beta \), at \( \theta = 0 \), is a Donsker class. Roughly speaking, a Donsker class is a set of functions for which the empirical distributions (with i.i.d. variables) verify a uniform central limit theorem, with limit distribution a Gaussian process. Ciuperca (1999) gave accurately conditions for the parametric densities \( f_\gamma \) so that the set \( \mathcal{D} \) is Donsker.

A particular case is to test a \( p \)-mixture of densities against a density \( f_{\gamma_0} \), with \( \gamma_0 \in \Gamma \). The LRT statistic is:

\[
T_n = \sup_{g \in \mathcal{D}} \left( l_n(g) - l_n(f_{\gamma_0}) \right) = \sup_{\pi, \alpha} \frac{1}{n} \sum_{i=1}^{n} \log \left[ 1 + \frac{g_{\pi, \alpha} - g_0}{g_0} (X_i) \right]
\]

where \( g_0 = g_{\pi, 0} = f_{\gamma_0} \) and \( l_n(g) \) is the log-likelihood: \( l_n(g) = \sum_{i=1}^{n} \log(g_{\pi, \alpha}(X_i)) \).

In this paper, we consider the translation model: \( f_\gamma(x) = f_0(x - \gamma), \gamma \in \Gamma \), with \( f_0 \) the exponential density. We test \( g = f_0 \) against \( g = (1 - \pi)f_0 + \pi f_\gamma \), i.e. \( g \) is the exponential density against \( g \) is a simple mixture. First, we prove that the set \( \mathcal{D} \) is not a Donsker class. It will be shown that the LRT statistic diverges to \( +\infty \), with probability 1/2, and it is equal to 0 with probability 1/2. Therefore the limiting distribution cannot be used to set critical values. This result is due to the fact that \( \mathcal{D} \) is not relatively compact even though the set of parameters is compact. The theoretical result is confirmed be a numerical study.

To the author's knowledge this is the first example of mixture hypothesis such that the LRT statistic diverges to infinity when the parameters belong to a compact set. For testing a mixture against an underlying function \( f_0 \), Hartigan (1985) proved that the LRT can converge to \( +\infty \) if the parameters space is unbounded.

The choice of the number of components \( p \) in a mixture model has been considered using reversible-jump MCMC methods by Richardson and Green (1997). The acceptance
probabilities for the split move have the form \( \min(1, A) \) where \( A \) depends to likelihood ratio. Our result implies that the MCMC algorithm for the exponential simple mixtures chooses every other time to remove a component.

The rest of this paper is organized as follows. Section 2 introduces the model of simple mixtures. In Section 3, we prove that the set \( \mathcal{D} \) is not Donsker. An useful asymptotic result concerning the Brownian bridge on \( \mathbb{R}_+ \) is established. Finally, we study the asymptotic behaviour of the likelihood test statistic.

2. Preliminaries on simple mixtures

To fix the problem, we consider \( X_1, \ldots, X_n \) i.i.d. random variables with the density \( g \). Let \( \mathcal{F} = \{ f_\gamma; \gamma \in \Gamma \} \) be a parametric family of densities and \( \gamma_0 \in \Gamma \).

**Definition 2.1.** The model of simple mixtures (or contamination model) of density of \( \mathcal{F} \) is:

\[
\mathcal{G}^0_2 = \{ g_{\pi, \gamma} = (1 - \pi) f_{\gamma_0} + \pi f_\gamma; 0 \leq \pi \leq 1, \gamma \in \Gamma \}.
\]

The model is a subset of \( \mathcal{G}_2 \). We test:

\[
H_0 : \ g = f_{\gamma_0} \quad \text{against} \quad H_1 : \ g \in \mathcal{G}^0_2.
\]

The log-likelihood ratio statistic is:

\[
(2.1) \quad \sum_{i=1}^{n} \log \left[ 1 + \pi \frac{f_\gamma - f_{\gamma_0}}{f_{\gamma_0}} (X_i) \right].
\]

Define the Hilbert space \( L^2(f_{\gamma_0}, \nu) \), with \( \nu \) a positive measure on \( \mathbb{R} \). Since the model is not identifiable, in order to test the hypothesis \( H_0 \), Dacunha-Castelle and Gassiat (1997) have proposed the parametrization:

\[
(2.2) \quad \theta = \left\| \frac{g_{\pi, \gamma} - g_0}{g_0} \right\|_{L^2(f_{\gamma_0}, \nu)} = \pi \left\| \frac{f_\gamma - f_{\gamma_0}}{f_{\gamma_0}} \right\|_{L^2(f_{\gamma_0}, \nu)} ; \quad \beta = \gamma.
\]

Let be the norm in the space \( L^2(f_{\gamma_0}, \nu) \):

\[
N(\beta) = \left\| \frac{f_\beta - f_{\beta_0}}{f_{\beta_0}} \right\|_{L^2(f_{\gamma_0}, \nu)}.
\]

The LRT takes the form

\[
T_n = \max_{\theta, \beta} \sum_{i=1}^{n} \log \left[ 1 + \frac{\theta}{N(\beta)} \cdot \frac{f_\beta - f_{\beta_0}}{f_{\beta_0}} (X_i) \right].
\]

We denote by \( g'(\theta, \beta)(x) \) the partial derivatives of \( g(\theta, \beta)(x) \) with respect to \( \beta \). The set of the derivatives of the log-likelihood with respect to \( \theta \) at \( \theta = 0 \) is:

\[
(2.3) \quad \mathcal{D} = \left\{ d(\beta, x) = \frac{g'_{0, \beta}}{g_0}(x) / \beta \in \mathcal{B} \right\}
\]
with:
\[
    d(\beta, z) = \frac{f_\beta(x) - f_{\beta_0}(x)}{f_{\beta_0}(x)} \frac{1}{N(\beta)}.
\]

Before giving the asymptotic distribution of statistic \(T_n\), we recall the definition of the Donsker class (see e.g. Van der Vaart and Wellner (1996)).

Let \(Y_1, \ldots, Y_n\) be i.i.d. random variables with the common distribution \(P\). The empirical measure \(P_n\) of \(Y_1, \ldots, Y_n\) is the discrete random measure given by
\[
P_n = \frac{1}{n} \sum_{i=1}^n \delta_{Y_i}
\]
with \(\delta\) the Dirac measure. Given a collection \(\mathcal{H} = \{h\}\) of measurable functions, the \(\mathcal{H}\)-indexed empirical process \(G_n\) is given by
\[
G_n h = \sqrt{n} \left( P_n - P \right) h = \frac{1}{\sqrt{n}} \sum_{i=1}^n \left[ h(Y_i) - \mathbb{E} h \right] \quad h \in \mathcal{H}
\]
with \(Ph = \int h dP\).

**Definition 2.2.** The set of measurable functions \(\mathcal{H} \in L^2(P)\) is a P-Donsker class, if almost surely \(\sup_{h \in \mathcal{H}} |G_n h - Gh| \to 0\) where the limit process \(\{G_{h}; h \in \mathcal{H}\}\) is a zero-mean Gaussian process with the covariance function \(\mathbb{E}(G_{h_1}G_{h_2}) = Ph_1h_2 - Ph_1Ph_2\).

We have the following asymptotic result.

**Theorem 2.1.** (Dacunha-Castelle and Gassiat (1997)) Under the following regularity conditions for \(f_{\gamma_i}(x)\):

(M1) There exists a function \(u\) in \(L^1(f_{\gamma_0}^\nu)\) such that \(\forall f \in F, \ |\log f| \leq u \ \nu\text{-a.e.}\)
(M2) \(f_{\gamma_i}\) is continuously differentiable \(\nu\text{-a.e.}\) with respect to \(\gamma = (\gamma_1, \ldots, \gamma_l)\) in the interior on \(\Gamma\). Moreover, there exists a function \(v\) such that
\[
\forall \gamma \in \Gamma, \quad \left| \frac{1}{f_{\gamma_i}} \frac{\partial f_{\gamma_i}}{\partial u} \right|, \quad i = 1, \ldots, l \quad \mathbb{E} f_{\gamma_0}^\nu[v^2] < +\infty
\]
and under the condition that the set \(D\) defined by (2.3) is a Donsker class, the statistic \(T_n\) converges to the supremum of a square Gaussian process
\[
\frac{1}{2} \sup_{d \in D} (Gd)^2 \cdot 1_{Gd \geq 0}
\]
with \(Gd\) a Gaussian process on \(D\) with covariance the usual scalar product in \(L^2(f_{\gamma_0}^\nu)\).

3. Exponential case

Let \(f_0\) be the exponential density: \(f_0(x) = e^{-x}1_{x>0}\) and \(f_\gamma(x) = f_0(x - \gamma)\). We consider the parameter set \(\Gamma = [0, G], G > 0\). We take \(\gamma_0 = 0\). For this density, the test becomes:

\[
H_0 : g = f_0 \quad \text{against} \quad H_1 : g \in G_0^2.
\]
The log-likelihood ratio statistic is:

\[ l_n(\pi, \gamma) - l_n(0) = \sum_{i=1}^{n} \log[1 + \pi(e^71_{X_i > \gamma} - 1)1_{X_i > 0}] \]

where \( l_n(\pi, \gamma) = \sum_{i=1}^{n} \log((1 - \pi)f_0(X_i) + \pi f_0(X_i - \gamma)) \) and \( l_n(0) = l_n(\pi, 0) = \sum_{i=1}^{n} \log f_0(X_i) \).

We take \( \nu \) the Lebesgue measure on \( \mathbb{R} \) and we denote the space \( L^2(f_0 \nu) \) by \( L^2(f_0) \).

**Proposition 3.1.** Assume that we test (3.1) with \( f_0 \) the exponential density and \( f_\gamma(x) = f_0(x - \gamma) \). Then the set \( D \) is not relatively compact in \( L^2(f_0) \).

**Proof of Proposition 3.1.** We first observe that for any \( \gamma_n \searrow 0 \) and \( x > \gamma_n \):

\[
\frac{f_0(x - \gamma_n) - f_0(x)}{f_0(x)} = O(\gamma_n) \quad \text{and} \quad N(\gamma_n) = O(\sqrt{\gamma_n}).
\]

So: \( \forall x > \gamma_n, \forall \gamma_n \searrow 0 \), we have \( d(\gamma_n, x) \to 0 \) for \( n \to \infty \). Now, if \( d(\gamma_n, \cdot) \to \bar{d}(\cdot) \) in \( L^2(f_0) \) then we can extract a subsequence \( (\gamma_{n_k}) \) of \( (\gamma_n) \) such that: \( d(\gamma_{n_k}, x)f_0^{1/2}(x) \to \bar{d}(x)f_0^{1/2}(x) \) pointwise, for almost every \( x \). Then \( \bar{d}(x) = 0 \) for almost every \( x > 0 \), incompatible with \( |\bar{d}|_{L^2(f_0)} = 1 \). \( \square \)

Then, conforming to Van der Vaart and Wellner (1996), the set \( D \) is not a Donsker class. To prove the main result, we need the following lemma:

**Lemma 3.1.** Let \( S \) be a Brownian motion and \( B \) a Brownian bridge on \( \mathbb{R}_+ \). Let \( (a_n)_{n \geq 1} \) be the sequence such that: \( a_n = n^{1/4}, n \geq 1 \). Thus:

\[ \lim_{n \to \infty} \sup_{a_n \leq t \leq 2a_n} \frac{S(t)}{\sqrt{2t \log(\log t)}} \geq 1 \quad \text{a.s.} \]

\[ \lim_{n \to \infty} \sup_{\frac{1}{2a_n} \leq t \leq \frac{1}{a_n}} \frac{S(t)}{\sqrt{2t \log(\log t)}} \geq 1 \quad \text{a.s.} \]

**Proof of Lemma 3.1.** Using Lemma 2.1 on page 610 from Hanson and Russo (1983) one gets (where \( N \) is the set of positive integers)

\[ \lim_{n \to \infty} \sup_{a_n \leq t \leq 2a_n} \frac{S(t)}{\sqrt{2t \log(\log t)}} \geq \lim_{n \to \infty} \sup_{t \in N} \frac{S(t)}{\sqrt{2t \log(\log t)}} \]

and using the law of the iterated logarithm for Brownian process (see e.g. Theorem 1 on page 72 from Shorack and Wellner (1986)) we have

\[ \lim_{n \to \infty} \sup_{a_n \leq t \leq 2a_n} \frac{S(t)}{\sqrt{2t \log(\log t)}} \geq \lim_{n \to \infty} \frac{S(n)}{\sqrt{2n \log(\log n)}} = 1 \quad \text{a.s.} \]

The inequality (3.3) follows.
Since $S(t)$ is a Brownian motion on $[0, \infty)$, the process $\{tS(t), t \geq 0\}$ is also a Brownian motion (see Shorack and Wellner (1986)). Thus:

$$1 \leq \lim_{n \to \infty} \frac{tS(t)}{\sqrt{2t \log(\log t)t}} \overset{a.s.}{=} \lim_{n \to \infty} \sup_{t_n \leq t \leq t_{n+1}} \frac{S(r)}{r \sqrt{2 \log(\log r)}}.$$ 

Hence

$$1 \leq \lim_{n \to \infty} \sup_{t_n \leq t \leq t_{n+1}} \frac{S(r)}{\sqrt{2t \log(\log t)}} \quad \text{a.s.}$$

We can represent $B(t)$ as $S(t) - t \cdot S(1)$. Then:

$$\lim_{n \to \infty} \sup_{t_n \leq t \leq t_{n+1}} \frac{B(t)}{\sqrt{2t \log(\log t)}} = \lim_{n \to \infty} \sup_{t_n \leq t \leq t_{n+1}} \frac{S(t) - tS(1)}{\sqrt{2t \log(\log t)}} \quad \text{a.s.}$$

Inequality (3.5) and

$$\lim_{t \to 0} \frac{t}{\sqrt{2t \log(\log t)}} = 0$$

prove inequality (3.4). □

Our main result is present in the following theorem:

**THEOREM 3.1.** If $f_0$ is the exponential density and $f_\gamma(x) = f_0(x - \gamma)$, then the LRT statistic $T_n = \sup_{\gamma} l_n(\pi, \gamma) - l_n(0)$ converges, as $n \to \infty$, to $+\infty$ with probability 1/2 and it is 0 with probability 1/2.

**PROOF OF THEOREM 3.1.** Let $F_0$ be the distribution function associated to $f_0$. We consider the random variable: $U_i = F_0(X_i)$. Note that $U_i$ has the uniform distribution. Making the change of variables $F_0(\gamma) = \xi$, we get:

$$\xi = 1 - e^{-\gamma} \quad \text{with} \quad \xi \in [0, 1 - e^{-\gamma}].$$

It is easy to see that $1_{X_i \leq \gamma} = 1_{U_i \leq \xi}$. Let $F_n$ be the empirical distribution function of $U_1, U_2, \ldots, U_n$. The expression (3.2) of the log-likelihood ratio statistic becomes:

$$nF_n(\xi) \log(1 - \pi) + n[1 - F_n(\xi)] \log \left(1 + \frac{\pi\xi}{1 - \xi}\right).$$

The new parameters $(\tau, \lambda)$ are defined by:

$$\tau = \pi \xi, \quad \lambda = \xi$$

with $\tau, \lambda \in \Lambda, \Lambda = [0, 1 - e^{-\gamma}]$. Now, the expression (3.7) takes the form:

$$l_n(\tau, \lambda) - l_n(0) = nF_n(\lambda) \log \left(1 - \frac{\tau}{\lambda}\right) + n[1 - F_n(\lambda)] \log \left(1 + \frac{\tau}{1 - \lambda}\right).$$

Let $\hat{\tau}_n^\lambda = \arg \max_{\tau} l_n(\tau, \lambda)$ be directional estimator of $\tau$ when $\lambda$ is fixed. Its form is:

$$\hat{\tau}_n^\lambda = \max(\lambda - F_n(\lambda), 0).$$

Also, we have:

$$\frac{\partial^2 l_n(\tau, \lambda)}{\partial \tau^2} = -nF_n(\lambda) \frac{1}{(\lambda - \tau)^2} - n[1 - F_n(\lambda)] \frac{1}{(1 - \lambda - \tau)^2} < 0, \quad \forall \tau \in \Lambda.$$
Then $\hat{\tau}_n^{\lambda}$ is a maximizer of $l_n(\tau, \lambda)$. With regard to the sign of $\lambda - F_n(\lambda)$ we remark that $P[\lambda \leq F_n(\lambda)] = P[\lambda > F_n(\lambda)] = 1/2$ (see Duchac-Castelle and Dufo (1990)). We then consider two cases:

**Case I.** $\lambda \leq F_n(\lambda)$. In this case $\hat{\tau}_n^{\lambda} = 0$ and $T_n = \max_{(\tau, \lambda) \in A \times A} l_n(\tau, \lambda) - l_n(0) = 0$.

**Case II.** $\lambda > F_n(\lambda)$. We have $\hat{\tau}_n^{\lambda} = (\lambda - F_n(\lambda)) 1_{\lambda > F_n(\lambda)}$.

The expression of $\sup_{\tau} [l_n(\tau, \lambda) - l_n(0)]$ becomes:

$$nF_n(\lambda) \log \left[ 1 - \frac{\lambda - F_n(\lambda)}{\lambda} 1_{\lambda > F_n(\lambda)} \right]$$

$$+ n[1 - F_n(\lambda)] \log \left[ 1 + \frac{\lambda - F_n(\lambda)}{1 - \lambda} 1_{\lambda > F_n(\lambda)} \right].$$

Since $\hat{\tau}_n^{\lambda} = [\lambda - F_n(\lambda)] 1_{\lambda > F_n(\lambda)} \rightarrow P 0$, uniformly on $\lambda$, as $n \rightarrow \infty$ (see Duchac-Castelle and Dufo (1990)) we can use Taylor expansion for $\log[1 - [\lambda - F_n(\lambda)]/(1 - \lambda)] 1_{\lambda > F_n(\lambda)}$. For the expression (3.9), we will check that $[\lambda - F_n(\lambda)]/[\lambda \cdot 1_{\lambda > F_n(\lambda)}] \rightarrow a.s. 0$, as $n \rightarrow \infty$. But

$$\sup_{\lambda \in A} \sqrt{n} \cdot [F_n(\lambda) - \lambda] \rightarrow a.s. 0 \quad \text{for} \quad n \rightarrow \infty.$$  

Then a sufficient condition for $[\lambda - F_n(\lambda)]/[\lambda \cdot 1_{\lambda > F_n(\lambda)}] \rightarrow a.s. 0$ is that $\lambda \in [\lambda_n, 1 - e^{-c}]$, where $(\lambda_n)$ is a positive sequence decreasing to 0 and:

$$\lim_{n \rightarrow \infty} \sqrt{n} \cdot \lambda_n = \infty.$$  

Under these conditions, we make the expansion

$$l_n(\hat{\tau}_n^{\lambda}, \lambda) - l_n(0) = nF_n(\lambda) \left[ -\frac{\lambda - F_n(\lambda)}{\lambda} - \frac{1}{2} \left( \frac{\lambda - F_n(\lambda)}{\lambda^2} \right)^2 \right] 1_{\lambda > F_n(\lambda)} [1 + o(1)]$$

$$+ n[1 - F_n(\lambda)] \left[ \frac{\lambda - F_n(\lambda)}{1 - \lambda} - \frac{1}{2} \left( \frac{\lambda - F_n(\lambda)}{1 - \lambda^2} \right)^2 \right] 1_{\lambda > F_n(\lambda)} [1 + o(1)]$$

$$= \frac{1}{2} n \frac{[\lambda - F_n(\lambda)]^2}{\lambda^2} 1_{\lambda > F_n(\lambda)} [1 + O \left( \frac{[\lambda - F_n(\lambda)]^3}{\lambda^2} \right)]$$

$$= \frac{1}{2} n \frac{[\lambda - F_n(\lambda)]^2}{\lambda} 1_{\lambda > F_n(\lambda)} [1 + o(1)].$$

Since $(\lambda - F_n(\lambda)) \cdot 1_{\lambda > F_n(\lambda)} \rightarrow P 0$, uniformly over $\lambda$, as $n \rightarrow \infty$, then the $o(1)$ term is uniformly so in $\lambda$. We study the behaviour of $\sup_{\lambda} [\lambda - F_n(\lambda)]/\sqrt{\lambda}$ using Komlos-Major-Tusnady theorem (see Shorack and Wellner (1986)): for any $a \in [0, 1]$ and $y \geq 0$, we can find a Brownian bridge $B_n(\lambda)$ such that:

$$P \left\{ \sup_{0 \leq \lambda \leq a} \left[ \sqrt{n} [\sqrt{n} (\lambda - F_n(\lambda)) 1_{\lambda > F_n(\lambda)} - B_n(\lambda)] \right] \geq y + C_1 \log(na) \right\} \leq A_1 \cdot e^{-\lambda y}$$

(3.11)
where \( C_1, \Lambda_1 \) and \( \lambda_1 \) are positive constants. Take \( a = 1 - e^{-G}, y = \log^2 n, L(n) = \log^2 n + C_1 \log[n(1 - e^{-G})], \alpha_n = \Lambda_1 e^{-\lambda_1 \log^2 n} \). We then have: \( \lim_{n \to \infty} L(n)/n^{1/4} = 0 \) and \( \sum_{n=1}^{\infty} \alpha_n < \infty \). Inequality (3.11) leads to:

\[
(3.12) \quad P \left\{ \sup_{0 \leq \lambda \leq 1 - e^{-a}} \left| \sqrt{n}(\lambda - F_n(\lambda)) 1_{\lambda > F_n(\lambda)} - B_n(\lambda) \right| \geq \frac{L(n)}{\sqrt{n}} \right\} \leq \alpha_n
\]

which implies that for any sequence \( \lambda_n \):

\[
P \left\{ \sup_{\lambda_n \leq \lambda \leq 1 - e^{-a}} \left| \sqrt{n}(\lambda - F_n(\lambda)) 1_{\lambda > F_n(\lambda)} - B_n(\lambda) \right| \geq \frac{L(n)}{\sqrt{n}} \right\} \leq \alpha_n.
\]

Define the function:

\[
f_n(\lambda) = |\sqrt{n}(\lambda - F_n(\lambda)) 1_{\lambda > F_n(\lambda)} - B_n(\lambda)|
\]

and the event:

\[
A_n = \left\{ \sup_{\lambda_n \leq \lambda \leq 1 - e^{-a}} \frac{f_n(\lambda)}{\sqrt{n}} \geq \frac{L(n)}{n^{1/4}} \right\}.
\]

For \( \lambda \geq \lambda_n \), \( (\lambda_n)_n \) satisfying the relation (3.10), we have:

\[
\left\{ f_n(\lambda) \geq \frac{L(n)}{\sqrt{n}} \right\} \supset \left\{ \frac{f_n(\lambda)}{\sqrt{n} \sqrt{n}} \geq \frac{L(n)}{\sqrt{n}} \right\}.
\]

Thus:

\[
\alpha_n \geq P \left\{ \sup_{\lambda_n \leq \lambda \leq 1 - e^{-a}} f_n(\lambda) \geq \frac{L(n)}{\sqrt{n}} \right\} \geq P(A_n).
\]

So:

\[
(3.13) \quad P \left\{ \lim_{n \to \infty} \left[ \sup_{\lambda_n \leq \lambda \leq 1 - e^{-a}} \left| \sqrt{n}(\lambda - F_n(\lambda)) 1_{\lambda > F_n(\lambda)} - B_n(\lambda) \right| \geq \frac{L(n)}{n^{1/4}} \right] \right\} = 0.
\]

This implies that:

\[
(3.14) \quad P \left\{ \lim_{n \to \infty} \left[ \sup_{\lambda_n \leq \lambda \leq 2\lambda_n} \left| \sqrt{n}(\lambda - F_n(\lambda)) 1_{\lambda > F_n(\lambda)} - B_n(\lambda) \right| \geq \frac{L(n)}{n^{1/4}} \right] \right\} = 0.
\]

In particular, we take \( \lambda_n = \frac{1}{2} n^{-1/4} \). The previous lemma and relation (3.4) yield:

\[
\lim_{n \to \infty} \sup_{\lambda_n \leq \lambda \leq 2\lambda_n} \frac{B_n(\lambda)}{\sqrt{2\lambda \log(|\log \lambda|)}} \geq 1 \quad \text{a.s.}
\]

Hence, we deduce that:

\[
(3.15) \quad \lim_{n \to \infty} \sup_{\lambda_n \leq \lambda \leq 2\lambda_n} \frac{B_n(\lambda)}{\sqrt{\lambda}} = \infty \quad \text{a.s.}
\]
Table 1. Divergence of the LRT statistic.

<table>
<thead>
<tr>
<th>n</th>
<th>N</th>
<th>\sup L_n(\tau) - L_n(0)</th>
</tr>
</thead>
<tbody>
<tr>
<td>10^3</td>
<td>10^3</td>
<td>6.45</td>
</tr>
<tr>
<td>10^3</td>
<td>10^4</td>
<td>29.2</td>
</tr>
<tr>
<td>10^4</td>
<td>10^4</td>
<td>6.69</td>
</tr>
<tr>
<td>10^4</td>
<td>3 \cdot 10^4</td>
<td>36.5</td>
</tr>
<tr>
<td>10^5</td>
<td>3 \cdot 10^4</td>
<td>79.5</td>
</tr>
</tbody>
</table>

Let \((c_n)\) be a sequence converging to \(+\infty\). Using the triangular inequality, we have

\[
P\left\{ \lim_{n \to \infty} \left[ \sup_{\lambda \in [\lambda_n, 2\lambda_n]} \sqrt{n} \frac{\lambda - F_n(\lambda)}{\sqrt{\lambda}} 1_{\lambda > F_n(\lambda)} \right] \geq c_n \right\} \\
\geq P\left\{ \lim_{n \to \infty} \left[ \sup_{\lambda \in [\lambda_n, 2\lambda_n]} \frac{B_n(\lambda)}{\sqrt{\lambda}} \geq c_n \right. \\
+ \sup_{\lambda_n \leq \lambda \leq 2\lambda_n} \left| \sqrt{n} \frac{\lambda - F_n(\lambda)}{\sqrt{\lambda}} 1_{\lambda > F_n(\lambda)} - \frac{B_n(\lambda)}{\sqrt{\lambda}} \right| \right\}.
\]

Relations (3.14) and (3.15) imply:

\[
P\left\{ \lim_{n \to \infty} \left[ \sup_{\lambda \in [\lambda_n, 2\lambda_n]} \sqrt{n} \frac{\lambda - F_n(\lambda)}{\sqrt{\lambda}} 1_{\lambda > F_n(\lambda)} \right] = \infty \right\} = 1.
\]

Then, the conclusion of theorem holds:

\[
P(T_n = 0, \lambda < F_n(\lambda)) = \frac{1}{2} \quad P\left( \lim_{n \to \infty} T_n = \infty, \lambda \geq F_n(\lambda) \right) = \frac{1}{2}. \quad \square
\]

Remark. The methodology here used is adapted for testing an exponential density against a simple mixture. For testing \(p\) against \(q\) mixtures, \(q < p\), it would find another reparametrization. In our opinion, the LRT statistic will converge with non zero some probability to \(+\infty\) (since \(\mathcal{D}\) is not relatively compact).

A numerical study confirms that the maximum of the relation (3.9) diverges slowly to \(+\infty\) for the half of the case and for the other half it is equal to 0. We take the maximum value of (3.9) on a grid of \(N\) values for \(\lambda\). The results are exhibited in Table 1.

Acknowledgements

The author is deeply indebted to Didier Dacunha-Castelle for his substantial assistance. He also wants to thank Elisabeth Gassiat for her valuable suggestions.

REFERENCES


