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Abstract. Local polynomial smoothing for the trend function and its derivatives in nonparametric regression with long-memory, short-memory and antipersistent errors is considered. We show that in the case of antipersistence, the convergence rate of a nonparametric regression estimator is faster than for uncorrelated or short-range dependent errors. Moreover, it is shown that unified asymptotic formulas for the optimal bandwidth and the MSE hold for all of the three dependence structures. Also, results on estimation at the boundary are included. A bandwidth selector for nonparametric regression with different types of dependent errors is proposed. Its asymptotic property is investigated. The practical performance of the proposal is illustrated by simulated and real data examples.
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1. Introduction

In this paper local polynomial fitting with long-range dependent, short-range dependent and antipersistent errors is investigated. A data-driven procedure for the practical use of this estimation is also proposed. Here, a stationary process $X_t$ with autocovariances $\gamma(k) = \text{cov}(X_t, X_{t+k})$ is said to have long-range dependence (or long memory), if the spectral density $f(\lambda) = (2\pi)^{-1} \sum_{k=-\infty}^{\infty} \exp(ik\lambda) \gamma(k)$ has a pole at the origin of the form

$$f(\lambda) \sim c_f |\lambda|^{-\alpha} \quad (\text{as } \lambda \to 0)$$

for constant $c_f > 0$ and $\alpha \in (0,1)$, where "$\sim$" means that the ratio of the left and the right hand sides converges to one (see e.g. Mandelbrot (1983), Cox (1984), Künsch (1986), Hampel (1987) and Beran (1994) and references therein). In particular, this implies that, as $k \to \infty$, the autocovariances $\gamma(k)$ are proportional to $k^{\alpha-1}$ and hence their sum is infinite. If (1.1) holds with $\alpha = 0$, then the sum of all autocovariances is a positive constant and the process $X_t$ is said to have short-memory. On the other hand, a stationary process is called antipersistent, if (1.1) holds for $\alpha \in (-1,0)$. This implies that the sum of all autocovariances is zero.

The most important motivation to introduce the concept of antipersistence is to quantify the phenomenon of overdifferencing. That is, if a stochastic process is slightly nonstationary lying between a stationary long-memory process and a random walk, then its first difference will have antipersistence. There are some reports about antipersistent
phenomena in practice. For instance, Beran et al. (1999) found that the first difference of the daily world copper price from Jan. 2, 1997 to Sep. 2, 1998 is significantly antiper-
sistent together with significantly nonzero mean function. This means that the original
series is the sum of a trend function and a nonstationary error process whose first dif-
ference is antiperistent. Karuppiah and Los (2000) pointed out, that the first difference
of many intraday foreign exchange series, in particular those between Japanese Yen and
US Dollar and German Mark and US Dollar, are clearly antiperistent.

Nonparametric regression with short- or long-range dependent errors has gained
increasing attention in the literature. Kernel estimators are proposed for observations
with short-range dependent errors (see e.g. Altman (1990), Herrmann et al. (1992))
and for observations with long-range dependent errors (see e.g. Hall and Hart (1990),
regression for data with long-range dependent errors via wavelet shrinkage. In this
paper, the local polynomial fit introduced by Stone (1977) and Cleveland (1979) will
be adapted to nonparametric regression with short- or long-range dependent as well as
antiperistent errors. This approach is known to be an automatic kernel method (see
Müller (1987) and Hastie and Loader (1993)) having many exciting statistical properties.
For recent developments in this context see, e.g. Ruppert and Wand (1994), Wand and
Jones (1995) and Fan and Gijbels (1995, 1996). Local polynomial fitting is adapted to the
autoregressive context for modelling nonlinear time series under some mixing conditions
e.g. by Masry (1996), Masry and Fan (1997) and Feng and Heiler (1998).

A crucial problem in the practical use of nonparametric regression is the data-
driven bandwidth selection. Recent proposals for bandwidth selection in nonparametric
regression with independent or short-range dependent errors may be found in, e.g. Chiu
(1989), Gasser et al. (1991), Härdle et al. (1992), Herrmann et al. (1992), Fan and Gijbels
A bandwidth selector for nonparametric regression with long- memory errors is proposed
by Ray and Tsay (1997). The proposals in Herrmann et al. (1992) and Ray and Tsay

The contributions of our paper are:

1. Asymptotic formulas for local polynomial estimators for the trend function and
its derivatives are obtained under short memory, long memory and antiperistence. To
our knowledge, local polynomial fitting and nonparametric estimation of derivatives has
not been investigated in the literature for the cases of long memory and antiperistence.
Note that antiperistence implies that the autocorrelations sum up to zero so that another
technique has to be used than in the case of long-range dependence. We show, in
particular, that unified formulas can be obtained that are valid for all three cases (short
memory, long memory and antiperistence). Note that these three cases correspond to
three very different types of dependence structures.

2. In contrast to previous literature on nonparametric regression with long memory,
results are obtained not only for interior points but also for boundary points. The results
hold for kernel estimators (with boundary correction) as well as local polynomial fits.

3. A unified iterative plug-in bandwidth selector is proposed for nonparametric re-
gression with all of the three types of dependent structures with a so-called exponential
inflation method (see Beran (1999) and Beran and Ocker (1999, 2001)). The asymptotic
behaviour is briefly investigated. This proposal is applied to some simulated and
practical examples. An extended simulation study will be given in a forthcoming paper
(Beran and Feng (1999)).
The paper is organized as follows. The model and the local polynomial estimators for
the mean function as well as its derivatives are introduced in Section 2. The asymptotic
results are given in Section 3. The bandwidth selector is proposed in Section 4. Examples
in Section 5 illustrate the practical use of the proposal. Section 6 contains some final
remarks. Proofs of theorems are listed in the Appendix.

2. The model and the estimators

Consider the equidistant design nonparametric regression model

\[ Y_i = g(t_i) + X_i, \]  

where \( t_i = (i - 0.5)/n, \) \( g: [0, 1] \to \mathbb{R} \) is a smooth function and \( X_i \) is a stationary process
having the form

\[ (1 - B)^\delta X_i = U_i, \]  

where \( \delta \in (-0.5, 0.5), \) \( B \) denotes the backshift operator such that \( BY_i = Y_{i-1} \) and
\( U_i \) is a stationary process with short memory so that \( \sum_{k=-\infty}^{\infty} \text{cov}(U_i, U_{i+k}) = C \) with
\( 0 < C < \infty. \) The parameter \( \delta \) is called the fractional differencing parameter. The fractional difference \( (1 - B)^\delta, \) introduced by Granger and Joyeux (1980) and Hosking (1981), is defined by

\[ (1 - B)^\delta = \sum_{k=0}^{\infty} b_k(\delta) B^k \]  

with

\[ b_k(\delta) = (-1)^k \frac{\Gamma(\delta + 1)}{\Gamma(k + 1) \Gamma(\delta - k + 1)}. \]

The spectral density of \( X_i \) in (2.1) has the form (1.1) with \( \alpha = 2\delta. \) Hence, \( X_i \) has long
memory if \( \delta > 0. \) If \( \delta = 0, \) \( X_i = U_i \) has short memory. And \( X_i \) is antipersistent, if \( \delta < 0. \)
Model (2.1) is a special case of the SEMIFAR (semiparametric fractional autoregressive)
model introduced by Beran (1999). See also Beran and Ocker (1999, 2001). In what
follows we will consider local polynomial estimation of \( g^{(\nu)}, \) the \( \nu \)-th derivative of \( g. \) The
theorems in the next section give formulas for local polynomial estimators that are valid
for the whole range \( \delta \in (-0.5, 0.5). \)

Assume that \( g \) is at least \( (p + 1) \)-times differentiable at a point \( t_0. \) Then \( g(t) \) can
be approximated locally by a polynomial of order \( p: \)

\[ g(t) = g(t_0) + g'(t_0)(t - t_0) + \cdots + g^{(p)}(t_0)(t - t_0)^p/p! + R_p \]  

for \( t \) in a neighbourhood of \( t_0, \) where \( R_p \) is a remainder term. Let \( K \) be a symmetric
density (a kernel of order two without boundary correction) having compact support
\([-1, 1]. \) Giving \( n \) observations \( Y_1, \ldots, Y_n, \) we can obtain an estimator of \( g^{(\nu)} (\nu \leq p) \) by
solving the locally weighted least squares problem

\[ Q = \sum_{i=1}^{n} \left\{ Y_i - \sum_{j=0}^{p} \beta_j(t_i - t_0)^j \right\}^2 \frac{K \left( \frac{t_i - t_0}{h} \right)}{h} \Rightarrow \min, \]  

where \( \beta_j \) are the unknown coefficients.
where $h$ is the bandwidth and $K$ is called the weight function. Let $\hat{\beta} = (\hat{\beta}_0, \hat{\beta}_1, \ldots, \hat{\beta}_p)^T$, then it is clear from (2.5) that $\nu! \hat{\beta}_\nu$ estimates $g^{(\nu)}(t_0)$, $\nu = 0, 1, \ldots, p$. Let

$$X = \begin{bmatrix}
1 & t_1 - t_0 & \cdots & (t_1 - t_0)^p \\
\vdots & \vdots & \ddots & \vdots \\
1 & t_n - t_0 & \cdots & (t_n - t_0)^p
\end{bmatrix}.$$ 

Let $e_j$, $j = 1, \ldots, p + 1$, denote the $j$-th $(p+1) \times 1$ unit vector, and let $K$ denote the diagonal matrix with

$$k_i = K \left( \frac{t_i - t_0}{h} \right)$$

as its $i$-th diagonal entry. Finally, let $y = (Y_1, \ldots, Y_n)^T$. Then $\hat{g}^{(\nu)}(t_0)$ can be written as

(2.7) $$\hat{g}^{(\nu)}(t_0) = \nu! e_{\nu+1}^T (X^T K X)^{-1} X^T K y =: \{w^{(\nu)}(t_0)\}^T y,$$

where $\{w^{(\nu)}(t_0)\}^T = \nu! e_{\nu+1}^T (X^T K X)^{-1} X^T K$ is called the weighting system. We see that $\hat{g}^{(\nu)}(t_0)$ is a linear smoother with the weighting system $w^{(\nu)}(t_0) = (w_1^{(\nu)}, \ldots, w_n^{(\nu)})^T$, where $w_i^{(\nu)} \neq 0$ only if $|t_i - t_0| \leq h$. The weighting system does not depend on the dependence structure of the errors. For any interior point $t_0 \in [h, 1-h]$ the non-zero part of $w^{(\nu)}(t_0)$ is the same, i.e. $\hat{g}^{(\nu)}$ works as a moving average in the interior. Furthermore, $w^{(\nu)}(t_0)$ satisfies:

(2.8) $$\sum_{i=1}^{n} w_i^{(\nu)} (t_i - t_0)^{\nu} = \nu! \quad \text{and} \quad \sum_{i=1}^{n} w_i^{(\nu)} (t_i - t_0)^{j} = 0 \quad \text{for} \quad j = 0, \ldots, p, \ j \neq \nu.$$ 

It is the property (2.8) that makes $\hat{g}^{(\nu)}$ exactly unbiased if $g$ is a polynomial of order not larger than $p$. The property (2.8) also shows the main difference between a local polynomial estimator and a kernel estimator, since for a kernel estimator property (2.8) only holds approximately.

3. Asymptotic results

3.1 Assumptions

In this section we discuss the asymptotic properties of the estimators proposed in the last section. It is well known that a local polynomial estimator is asymptotically equivalent to a certain kernel estimator, called an (asymptotically) equivalent kernel estimator of the local polynomial estimator. Hence, the asymptotic properties of a local polynomial estimator are the same as those of the equivalent kernel estimator. Although it is shown in Ruppert and Wand (1994) that one can analyze local polynomial fitting directly as a weighted least squares estimator rather than as an approximate kernel estimator, the asymptotic results given in this section will be proved by means of the asymptotically equivalent kernel function.

From here on we will mainly consider the case with $p - \nu$ odd. This implies $p - \nu \geq 1$. Let $k = p + 1$. We have $k \geq \nu + 2$ and $k - \nu$ even. A brief discussion of the case with $p - \nu$ even will be given latter. For the asymptotic results given below we need the following assumptions:
A1. The weight function $K(u)$ is a symmetric density (i.e. a kernel of order two) with compact support $[-1, 1]$ having the polynomial form

$$K(u) = \sum_{i=0}^{r} \alpha_i u^{2i} I_{[-1,1]}(u)$$

(see e.g. Gasser and Müller (1979)).

A2. $g$ is an at least $k$ times continuously differentiable function on $[0, 1]$ with $k \geq \nu + 2$ and $k - \nu$ even.

A3. The bandwidth satisfies: $h \to 0$, $(nh)^{1-2\nu} \to \infty$ as $n \to \infty$.

A4. A local polynomial fit of order $p = k - 1$ is used.

Under the assumptions A1 and A4 it can be shown that $\hat{g}^{(c)}$ converges to $g^{(c)}$ at the same rate in the interior as well as at the boundary.

3.2 Asymptotic bias and variance

In the following, formulas for asymptotic bias and variance of $\hat{g}^{(c)}$ will be given at a point $t$ in the interior ($t \in [h, 1-h]$), at the left boundary ($t \in [0, h]$) as well as at the right boundary ($t \in (1-h, 1]$). The discussion will only be carried out for $t \in [h, 1-h]$ and the left boundary $t \in [0, h]$. The formula for the right boundary $(1-h, 1]$ is analogous to the left boundary. Note that asymptotically any fixed point $t \in (0, 1)$ will not be a boundary point, since $h \to 0$ as $n \to \infty$. A standard definition of a left boundary point is $t = ch$ with $0 \leq c < 1$. For each $t \in [h, 1-h]$ we define $c = 1$. For each $c \in [0, 1]$, the truncated kernel $K_c(u)$ is defined by

$$K_c(u) = \left( \int_{-c}^{1} K(x)dx \right)^{-1} K(u) I_{[-c,1]}(u).$$

Two special cases of $K_c(u)$ are $K_1(u) = K(u)$ for the estimation at an interior point and $K_0(u) = 2K(u) I_{[0,1]}$ for the estimation at the left end point. Let $\mu_{j,c} = \int_{-c}^{1} u^j K_c(u)du$ be the j-th moment of $K_c$. And define

$$N_{p,c} = \begin{bmatrix}
1 & \mu_{1,c} & \cdots & \mu_{p,c} \\
\mu_{1,c} & \mu_{2,c} & \cdots & \mu_{p+1,c} \\
\vdots & \vdots & \ddots & \vdots \\
\mu_{p,c} & \mu_{p+1,c} & \cdots & \mu_{2p,c}
\end{bmatrix}.$$  

Denote by $\mu_j = \mu_{j,1} = \int_{-1}^{1} u^j K(u)du$ the j-th moment of $K(u)$. Let $N_p = N_{p,1}$ is the matrix as defined in (3.2) with $\mu_{j,c}$ being replaced by $\mu_j$. An important difference between $N_{p,c}$ and $N_p$ is that $\mu_j = 0$ for $j$ odd, but in general, any $\mu_{j,c}$ is non-zero, if $c \neq 1$. A k-th order kernel $K_{(\nu, k, c)}$ can be defined as follows. For $i, j = 1, \ldots, k$, let $(\alpha_{i,j,c}) = N_{p,c}^{-1}$ and define

$$K_{(\nu, k, c)}(u) = \nu! Q_{(\nu, k, c)}(u) K_c(u),$$

where

$$Q_{(\nu, k, c)}(u) = \sum_{j=1}^{k} \alpha_{\nu+j-1,c} u^{(j-1)}.$$
It is easily established that the function defined in (3.3) satisfies

$$
\int_{-c}^{1} w^j K_{(\nu,k,c)} (u) du = \begin{cases} 
0, & j = 0, \ldots, \nu - 1, \nu + 1, \ldots, k - 1, \\
\nu^j, & j = \nu, \\
\beta_{(\nu,k,c)}, & j = k,
\end{cases}
$$

(3.4)

where $\beta_{(\nu,k,c)}$ is a non-zero constant. Hence, $K_{(\nu,k,c)}$ is a $k$-th order kernel (for $c = 1$) or boundary kernel (for $c < 1$) for estimating the $\nu$-th derivative, which we will call an "equivalent kernel". Denote $K_{(\nu,k,1)}$ by $K_{(\nu,k)}$. $K_{(\nu,k)}$ is the same as defined by Gasser et al. (1985) up to a $(-1)^{\nu}$ sign. Like $K$, $K_{(\nu,k,c)}$ is a polynomial kernel, too.

Let $\tilde{w}^\nu(t) = (\tilde{w}^\nu_1, \ldots, \tilde{w}^\nu_n)^T$ denote the weighting system of a kernel estimator with $K_{(\nu,k,c)}$. Then we obtain a kernel estimator of $g^{(\nu)}$:

$$
\tilde{g}^{(\nu)} (t) = \sum_{i=1}^{n} \tilde{w}^\nu_{i,c} Y_i,
$$

where

$$
\tilde{w}^\nu_{i,c} = \frac{1}{nh^\nu + t} K_{(\nu,k,c)} \left( \frac{t_i - t}{h} \right).
$$

(3.5)

$\tilde{g}(\nu)$ is a kernel estimator with boundary correction. Observe that, here $K_{(\nu,k,c)}$ changes over $c \in [0,1]$. In the case of equidistant design the definition (3.5) is asymptotically equivalent to that given by Gasser and Müller (1984), provided that corresponding boundary kernels are used. For $\tilde{g}^{(\nu)}$ and $\tilde{g}^{(\nu)}$ we have:

**Lemma 1.** Under the assumptions A1 to A4 the $p$-th order local polynomial estimator $\tilde{g}^{(\nu)}$ at any point $t \in [0,1]$ is asymptotically equivalent to the $k$-th order kernel estimator $\hat{g}^{(\nu)}$ defined in (3.5) in the sense that

$$
\lim_{n \to \infty} \sup_{1 \leq i \leq n} \left| \frac{w^\nu_i}{\tilde{w}^\nu_{i,c}} - 1 \right| = 0, \quad \text{defining} \quad \frac{0}{0} = 1.
$$

(3.7)

Lemma 1 is given by Müller (1987) for an interior point. This result is extended to the boundary area by Feng (1999). Lemma 1 shows that a local polynomial estimator with $p - \nu$ odd has automatic boundary correction.

Define $x_i = (t_i - t)/h$, $y_j = (t_j - t)/h$. Let $n_0 = \lfloor nt \rfloor + 1$, $b = \lfloor nh \rfloor$, $b_c = \lfloor nch \rfloor$, where $[\cdot]$ denotes the integer part. Using the notation

$$
V_n(h,c) = (nh)^{-1 - 2\delta} \sum_{i,j=n_0-b_c}^{n_0+b} K_{(\nu,p,c)} (x_i) K_{(\nu,p,c)} (y_j) \gamma(i - j),
$$

(3.8)

we obtain

**Theorem 1.** Let the assumptions A1 to A4 hold. Then for $\delta \in (-0.5,0.5)$, we have

i) **Bias:**

$$
E[\tilde{g}^{(\nu)} - g^{(\nu)}] = \frac{b}{b_c} \frac{g^{(k)}(t) \beta_{(\nu,k,c)}}{k!} + o(h^{k-\nu});
$$

(3.9)
(3.10) \[ \lim_{n \to \infty} V_n(h, c) = V(c), \]
where \( 0 < V(c) < \infty \) is a constant;

iii) Variance:

\[ (nh)^{1-2\nu} h^{2\nu} \text{var}[g^{(\nu)}(t)] = V(c) + o(1). \]

For \( p - \nu \) even, let \( k = p + 2 \), if \( t \) is an interior point, and \( k = p + 1 \), if \( t \) is a boundary point. Then Theorem 1 also holds. This means that the bias term is of a lower order at a boundary point than at an interior point.

Remark 1. For bandwidth selection with the plug-in method one has to calculate the value of \( V := V(1) \), i.e. \( V(c) \) with \( c = 1 \) in the interior. Simple explicit formulas for \( V \) can be given as follows:

\[ V = 2\pi c_f \int_{-1}^{1} K_{(\nu,k)}^{2}(x)dx \]

for \( \delta = 0 \) and

\[ V = 2c_f \Gamma(1 - 2\delta) \sin \pi \delta \int_{-1}^{1} \int_{-1}^{1} K_{(\nu,k)}(x)K_{(\nu,k)}(y)|x - y|^{(2\delta - 1)}dxdy \]

for \( \delta > 0 \) (Hall and Hart (1990)), where \( c_f = (2\pi)^{-1}C \). The explicit form of \( V \) for \( \delta < 0 \) is more complex, since the integral \( \int_{-1}^{1} K_{(\nu,k)}(y)|x - y|^{2\delta - 1}dy \) does not exist. However, at any point \( x \) the kernel \( K_{(\nu,k)}(y) \) may be written as \( K_{(\nu,k)}(y) = \sum_{l=0}^{\infty} \beta_l(x)(x - y)^l =: K_0(x) + K_1(x - y) \), where \( r \) is an integer, \( K_0(x) = \beta_0(x) \) and \( K_1(x - y) = \sum_{l=1}^{\infty} \beta_l(x)(x - y)^l \). Note that, in the case of antipersistence we have \( \sum_{k=-\infty}^{\infty} \gamma(k) = 0 \). For \( \delta < 0 \),

\[ V = 2c_f \Gamma(1 - 2\delta) \sin(\pi \delta) \int_{-1}^{1} K_{(\nu,k)}(x) \]

\[ \times \left\{ \int_{-1}^{1} K_1(x - y)|x - y|^{2\delta - 1}dy - K_0(x) \int_{|y|>1} |x - y|^{2\delta - 1}dy \right\} dx. \]

If \( g \) is estimated by a local linear fit with the uniform kernel as the weight function, then we have, in the interior, \( K_{(0,1)}(x) = K(x) = \mathbb{I}_{|x| \leq 1}/2 \). In this case we have \( K_0(x) = \mathbb{I}_{|x| \leq 1}/2 \) and \( K_1 \equiv 0 \). The formulas (3.12), (3.13) and (3.14) give the same result

\[ V = \frac{2^{2\delta} c_f \Gamma(1 - 2\delta) \sin(\pi \delta)}{\delta(2\delta + 1)} \]

with \( V(0) = \lim_{\delta \to 0} V(\delta) = \pi c_f \) (see corollary 1 in Beran 1999).

3.3 The MISE

Let

\[ I(g^{(k)}) = \int_{0}^{1} [g^{(k)}(t)]^2 dt. \]

Denote by \( \beta_{(\nu,k)} \) the kernel constant of \( K_{(\nu,k)} \). The following result holds:

**Theorem 2.** Under the assumptions A1 to A4 and for \( \delta \in (-0.5, 0.5) \), we have
i) The MISE (mean integrated squared error) of \( \hat{g}(\nu) \) is given by

\[
\int_0^1 E\{[\hat{g}(\nu)(t) - g(\nu)(t)]^2\} dt
= \text{MISE}_{\text{asympt}}(n, h) + o(\max(h^{2(k-\nu)}, (nh)^{2\delta-1}h^{-2\nu}))
= h^{2(k-\nu)} \frac{I(g^{(k)})}{k!} \beta^2(\nu,k) + (nh)^{2\delta-1}h^{-2\nu}V
+ o(\max(h^{2(k-\nu)}, (nh)^{2\delta-1}h^{-2\nu})) ;
\]

ii) The asymptotically optimal bandwidth that minimizes the asymptotic MISE is given by

\[
h_A = C_{\text{opt}} h^{(2\delta-1)/(2k+1-2\delta)},
\]

where

\[
C_{\text{opt}} = \left[ \frac{2\nu + 1 - 2\delta}{2(k-\nu)} \frac{[k]^2V}{I(g^{(k)})\beta^2(\nu,k)} \right]^{1/(2k+1-2\delta)},
\]

where it is assumed that \( I(g^{(k)}) > 0 \).

Note that by inserting \( h_A \) in (3.17), Theorem 2 implies that the optimal MISE is of the order

\[
\int_0^1 E\{[\hat{g}(\nu)(t) - g(\nu)(t)]^2\} dt = O(n^{(2(2\delta-1)(k-\nu))/(2k+1-2\delta)}).
\]

The following remarks clarify the results given above.

Remark 2. Theorem 2 does not hold for \( p - \nu \) even. For \( p - \nu \) even, the integrated squared bias over the interior is of the order \( O(h^{2(p+2-\nu)}) \), but that over \([0, 1]\) is of the order \( O(h^{2(p+1-\nu)+1}) \). That is, the bias in the boundary region dominates the bias in the interior and it will cause a slower convergence rate of the MISE. This is the so-called boundary effect for nonparametric regression estimators. In particular, for a kernel estimator for \( g \), i.e. a local polynomial one with \( p = 0 \) and \( \nu = 0 \), the integrated squared bias over the interior is of the order \( O(h^4) \), and that over \([0, 1]\) is of the same order \( O(h^{2(k-\nu)}) \) (see Gasser and Müller (1979)). For \( p - \nu \) odd, the integrated squared bias over the interior and over \([0, 1]\) is of the same order \( O(h^{2(k-\nu)}) \). In this case we have \( \text{MISE}([0, 1]) = \text{MISE}([h, 1-h])(1 + O(h)) \). Hence, in local polynomial fitting \( p - \nu \) is often taken to be odd in order that the MISE can be calculated over the whole support \([0, 1]\) of \( g \). Similar to the terminology in Gasser and Müller (1984), we call a \((\nu+1)\)-th local polynomial estimator \( \hat{g}^{(\nu)} \) with \( k = \nu + 2 \) a standard local polynomial estimator. So, standard local polynomial estimators are those with lowest polynomial order such that \( p - \nu \) is odd. The first three standard local polynomial estimators are the local linear estimate for \( g \), the local quadratic estimate for \( g' \) and the local cubic estimate for \( g'' \).

Remark 3. Theorems 1 and 2 extend previous results (see Altman (1990), Hall and Hart (1990), Herrmann et al. (1992), Csörgő and Mielniczuk (1995) and Beran (1999)) in several ways by including \( \delta < 0 \), estimation of derivatives, estimation with higher order kernels and the pointwise asymptotic behaviour in the boundary region.
These results hold for kernel estimators with boundary correction. For kernel estimators without boundary correction Theorem 2 holds with the whole interval [0, 1] replaced by \([\Delta, 1 - \Delta]\), where \(\Delta\) is a small positive constant.

**Remark 4.** In the case when the error process is antipersistent, one obtains higher rates of convergence than for iid errors. For the most important case with \(k = 2\) and \(\nu = 0\), (3.20) yields the well known rate of convergence \(O(n^{-4/5})\) for the MISE in nonparametric regression, if \(\delta = 0\) (short memory, for example iid). However, consider for instance \(\delta = -0.25\) or \(-0.4\) respectively, then for the same \(k\) and \(\nu\), the rate of convergence is \(O(n^{-12/11})\) and \(O(n^{-36/29})\) respectively. Also note that, as \(\delta \to -0.5\) and \(k \to \infty\), the rate in (3.20) tends to \(O(n^{-2})\).

**Remark 5.** The results in this paper can easily be extended to a parametric regression model with time series errors. If this is done, we can see that the traditional \(O(n^{-1})\) lower bound for the rate of convergence of the MISE under the iid assumption no longer holds for strongly dependent errors. If the errors are just short range dependent, the rate is still correct but with some change in the constant. In the case of long-memory errors, the rate is strongly reduced. An interesting fact is that the rate of convergence is higher than \(O(n^{-1})\), if the errors are antipersistent, and this rate tends to \(O(n^{-2})\) as \(\delta \to -0.5\). Another, more extreme example is the simple linear regression model

\[Y_t = \beta_0 + \beta_1 t_i + X_i\]

with \(t_i = i/n\) and an error process \(X_i = \epsilon_i - \epsilon_{i-1}\), where \(\epsilon_i\) are iid mean zero random variables with \(\text{var}(\epsilon) = \sigma^2 < \infty\). Note that in this case \(\delta = -1\) so that Theorem 2 is not directly applicable. It is however easy to show that in this case an \(O(n^{-2})\) convergence rate is achieved.

**Remark 6.** Suppose that the degree of smoothness at a point \(t\) is given, i.e. there is a \(k_0\) such that \(g^{(k_0)}\) is continuous but \(g^{(k_0+1)}\) not. Clearly, \(\hat{g}^{(\nu)}\) is only meaningful for \(\nu \leq k_0\). The rate of convergence of the MSE is derived under the assumption that \(k \leq k_0\) and \(\nu \leq k_0 - 2\). For \(k \leq k_0\), the theoretical rate of convergence is faster for larger values of \(k\). For \(k > k_0\), Theorem 1 does not hold, but it may be conjectured that using \(k > k_0\) does not improve the rate of convergence as compared to \(k = k_0\). An exact derivation of this result is an open problem.

4. Bandwidth selection

Based on the results in the last section a plug-in bandwidth selector may be developed. The proposal here follows the iterative plug-in idea of Gasser et al. (1991). However, it differs from the existing iterative plug-in bandwidth selectors in the following points: 1. The bandwidth selector proposed here is a unified procedure for nonparametric regression with different dependence structures (antipersistence, short memory, long memory); 2. The starting bandwidth is different; 3. The bandwidth \(h_k\) for estimating \(g^{(k)}\) is obtained from \(h\) (i.e. the bandwidth used for \(\hat{g}\)) with an exponential inflation method. In contrast, Gasser et al. (1991), Herrmann et al. (1992) and Ray and Tsay (1997) use a multiplied inflation method.

Denote by \(h_M\) the optimal bandwidth that minimizes the MISE of \(\hat{g}\). Plug-in estimators for \(h_M\) use the formula (3.18) with the unknown constants \(\delta, V\) as well as \(I(g^{(k)})\)
being replaced by some consistent estimators. If the error process $X_i$ is modeled parameterically, then both, $\delta$ and $V$, can be estimated with the rate of convergence $n^{-1/2}$ (see Beran (1995, 1999)). In Ray and Tsay (1997) $\delta$ and $V$ are estimated nonparametrically. In the following, the finite sample effect of estimating $\delta$ and $V$ is not discussed. This problem will be considered in detail elsewhere.

A natural estimator of $I(g^{(k)})$ is

$$
\hat{I}(g^{(k)}) = n^{-1} \sum_{i=1}^{n} [g^{(k)}(t_i)]^2
$$

with a bandwidth $h_k$. In the following proposition, the following modified versions of assumptions A2 to A4 are used:

A4'. A local polynomial of order $p_1 = p + 2m$ ($m \in N$) with $p = k - 1$ is used.

A2'. Let $l = p_1 + 1$. Then $g$ is at least $k'$ times continuously differentiable with $k' = \max(l, 2k)$.

A3'. $h_k \to 0$, $(nh_k)^{1-2\delta}h_k^{2k} \to \infty$ as $n \to \infty$.

Let $L_{(k,l)}$ be the asymptotically equivalent kernel for estimating $g^{(k)}$. The accuracy of $\hat{I}(g^{(k)})$ is quantified by the following proposition.

**Proposition 1.** Let A1, A2' to A4' hold. Assume that $U_i$ in (2.2) are normal. Then

$$
E[\hat{I}(g^{(k)}) - I(g^{(k)})] \approx 2h_k^{(l-k)} \frac{\beta(k,l)}{l!} \int_0^1 g^{(k)}(t)g^{(l)}(t)dt + (nh_k)^{2\delta-1}h_k^{-2k}V
$$

and

$$
\text{var}[\hat{I}(g^{(k)})] \approx o((nh_k)^{(4\delta-2)}h_k^{-4k}) + O(n^{2\delta-1}).
$$

The normality of $U_i$ are assumed for simplifying the proof. This results may be extended to nonnormal innovations. Similar results for independent data may be found in Gasser et al. (1991) and Ruppert et al. (1995).

The mean squared error (MSE) of $\hat{I}(g^{(k)})$ is dominated by the squared bias, i.e.

$$
\text{MSE}(\hat{I}(g^{(k)})) \approx \left\{2h_k^{(l-k)} \frac{\beta(k,l)}{l!} \int_0^1 g^{(k)}(t)g^{(l)}(t)dt + (nh_k)^{2\delta-1}h_k^{-2k}V\right\}^2.
$$

The optimal bandwidth for estimating $I(g^{(k)})$ which minimizes the MSE is of the order $O(n^{(2\delta-1)/(k+l+1-2\delta)})$. Note that, this is not the same as the optimal bandwidth for estimating $g^{(k)}$ itself. For a bandwidth $h_k = O(n^{(2\delta-1)/(k+l+1-2\delta)})$ we have $\text{MSE}(\hat{I}(g^{(k)})) = O(n^{2(l-k)(2\delta-1)/(k+l+1-2\delta)})$. When $\int g^{(k)}(x)g^{(l)}(x)dx < 0$, the results can be slightly improved, supplied that the constant in $h_k$ is properly estimated. However, this will not be discussed here. In the most important special case with $k = 2$, $l = 4$, the optimal choice is $h = O(n^{(2\delta-1)/(7-2\delta)})$ which results in $\text{MSE}(\hat{I}(g^{(k)})) = O(n^{4(2\delta-1)/(7-2\delta)})$.

Based on Proposition 1 we propose the following algorithm for selecting bandwidth in nonparametric regression with unknown dependent structures. The proposal is made for general $k$ and $l$. However, what we keep in mind are the two practical cases: $k = 2, 4$ with $l = k + 2$. The algorithm is defined as follows:

i) Start with the bandwidth $h_0 = n^{-\beta}$ with $\beta = (2k + 1)/(k + l + 1)$;
ii) For $i = 1, 2, \ldots$ estimate $g$ using $h_{t-1}$ and let $r_t = y_t - \hat{g}(t_i)$. Estimate $\delta$ and $V$ from $r_t$ with an appropriate method;

iii) Set $h_{k,i} = h_{t-k}^r$ with $\alpha = (2k + 1 - 2\delta)/(k + l + 1 - 2\delta)$ and set

$$h_i = \left(\frac{1 - 2\delta}{2k\beta_\nu^2 I(g^{(k)}(t; h_{k,i}))} \frac{[\nu]$^{2\nu}}{2} \right)^{1/(2k+1-2\delta)} \cdot n^{(3\delta-1)/(2k+1-2\delta)},$$

vi) Increase $i$ by 1 and repeat steps ii) and iii) until convergence is reached at some $i^0$ and set $\hat{h} = h_{i^0}$.

The constants $\alpha$ and $\beta$ may be chosen differently for different purposes. For instance, $\beta = (2k + 1)/(k + l + 1)$ may be used in order that $h_0$ is not too large and assumption A3 holds. This means that $\hat{g}$ at the first iteration is already consistent and hence $\hat{\delta}$ and $\hat{V}$ can be estimated by the method introduced in Beran (1999), Gasser et al. (1991) show that the starting bandwidth should not be too large. This is the reason, why they propose to use the starting bandwidth $h_0 = n^{-\beta}$ with $\beta = 1$. For long-memory data $h_0 = n^{-\beta}$ is too small to be used at the beginning. Hence, in Ray and Tsay (1997) the method of Herrmann et al. (1992) is used as a pilot method at the first step by assuming short memory. Compared with $h_A$, $h_0$ is also very small. For example, for $k = 2$ and $l = 4$, $h_0 = \alpha(h_A^2)$ for all $\delta \in (-0.5, 0.5)$. $h_0$ is determined by the fact that, if $h_0' = n^{-\beta}$ is used, under the assumption $\delta = 0$, then $h_0' = O(n^{-5/7})$.

The formula $h_{k,i} = (h_{i-1})^\alpha$ may be called an exponential inflation method. The factor $\alpha = (2k + 1 - 2\delta)/(k + l + 1 - 2\delta)$ is chosen in order that the MSE of $\hat{I}(g^{(k)})$ is of the optimal order, when convergence is reached. The choice of $\alpha$ in the inflation method used by Gasser et al. (1991), Herrmann et al. (1992) and Ray and Tsay (1997), i.e., $h_{k,i} = h_{i-1}n^\alpha$ with $\alpha = (1 - 2\delta)/(2(2k + 1 - 2\delta))$, is motivated by minimizing the variance in $\hat{I}(g^{(k)})$. For our inflation method, the order of the variance of $\hat{I}(g^{(k)})$ is minimized by $\alpha = 1/2$ for all $\delta$ and $k$.

The main reason for using the exponential inflation method is to reduce the number of iterations $i^0$ required for obtaining convergence of the bandwidth. Note that, $i^0$ depends strongly on $\delta$. In fact, $i^0 \rightarrow \infty$ as $\delta \rightarrow 0.5$ (see Ray and Tsay (1997)). However, $i^0$ also depends on the inflation method. In general, our exponential inflation method needs a smaller number of iterations than the method by Ray and Tsay (1997). For example, set $k = 2$, $\alpha = 1/2$ and $\beta = 5/7$. Then the relative rate of convergence of the estimated bandwidth is the same as in Gasser et al. (1991), Herrmann et al. (1992) or Ray and Tsay (1997), respectively. However, the number of iterations is equal to $i^0 = 4$ for $\delta = 0$, as opposed to 11 for the method by Gasser et al. (1991) and Herrmann et al. (1992). For $\delta = 0.4$, we have $i^0 = 6$ whereas for the proposal by Ray and Tsay (1997), $i^0$ is equal to 43.

The asymptotic properties of $\hat{h}$ is given by theorem 3.

**Theorem 3.** Let A1 and A2 hold. Let $g$ and $g^{(k)}$ be estimated with local polynomials of orders $k$ and $l$ respectively. Assume $U_i$ in (2.2) are normal and the error in $\hat{\delta}$ and $\hat{V}$ is negligible, then $\hat{h}$ is a consistent estimator of $h_M$ such that

$$(4.5) \quad \hat{h} = h_M \{1 + O([h_A - h_M]/h_M) + O_p(n^{(l-k)(2\delta-1)/(k+l+1-2\delta)})\}.$$
Fig. 1. The data (long dashes), the trend (solid line) and \( \hat{g} \) (short dashes) for the three simulated examples with \( \delta = -0.4 \) (a), \( \delta = 0 \) (b) and \( \delta = 0.4 \) (c), respectively.

The difference between \( h_A \) and \( h_M \) provides a natural bound for the rate of convergence of a plug-in bandwidth selector. The exact form of \( h_A - h_M \) will not be discussed here. Results on this topic may be found in Gasser et al. (1991) for independent data and in Ray and Tsay (1997) for data with long-memory. For independent data with \( k = 2, l = 4 \), we have \( (h_A - h_M)/h_M = o_p(I(g^{(k)}) - I(g^{(k)})) \). Now, the rate of convergence of the proposed bandwidth selector is \( n^{-2/7} \). This is the same as for the direct plug-in estimator proposed by Ruppert et al. (1995) and it is higher than that of the proposal of Gasser et al. (1991), where the rate of convergence is dominated by a bias term of the order \( O(n^{-1/5}) \) with a root \( n \) consistent variance term.
Table 1. Estimates of $\delta$ and $h_A$ for the simulated examples.

<table>
<thead>
<tr>
<th>Example</th>
<th>$\delta$</th>
<th>$\hat{\delta}$</th>
<th>95%-CI for $\delta$</th>
<th>$h_A$</th>
<th>$\hat{h}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fig. 1a</td>
<td>-0.4</td>
<td>-0.336</td>
<td>$[-0.405, -0.267]$</td>
<td>0.075</td>
<td>0.076</td>
</tr>
<tr>
<td>Fig. 1b</td>
<td>0</td>
<td>0.048</td>
<td>$[-0.020, 0.117]$</td>
<td>0.106</td>
<td>0.110</td>
</tr>
<tr>
<td>Fig. 1c</td>
<td>0.4</td>
<td>0.417</td>
<td>$[0.349, 0.486]$</td>
<td>0.173</td>
<td>0.166</td>
</tr>
</tbody>
</table>

Fig. 2. The IPC stock market index in Mexico from Jan. 2, 1992 to Nov. 10, 1995 (a) and transformed data $r_t$ with the estimated trend (b).

5. Application

Examples in this section were computed with the data-driven program for SEMIFAR model written by Beran in S-Plus (see Beran and Feng (1999)), with the kernel smoothing being replaced by a function for local polynomial fitting. For simplicity, unweighted standard local fits for estimating $g$ and $g''$, respectively, are used. Here the optimal bandwidth is defined on the support $[\Delta, 1-\Delta]$ with $\Delta = 0.1$.

5.1 Simulated examples

In order to show how the estimation and the selected bandwidth depend on the dependence level, three simulated examples are shown in figures 1a to 1c. The data are generated with $\delta = -0.4, 0, 0.4$, respectively, following the model:

\[
Y_t = 2 \tanh(5(t_t - 0.5)) + X_t
\]

with

\[
(1 - B)^\delta X_t = \epsilon_t,
\]

where $\epsilon_t$ are iid normal distributed random variables, which are normalized according to $\delta$ such that the variance of $X_t$ is equal to one. The estimates and confidence intervals given by the SEMIFAR program are summarized in Table 1.

Figure 1 shows that the accuracy of the estimation depends strongly on the dependence level in the data. When $\delta$ assumes a large positive value, a large bandwidth will be selected in order to reduce the variance of the estimation. This causes a larger bias. In this case $\hat{g}$ may be far from $g$, if $n$ is not large enough. Another explanation for this phenomenon is the local trend caused by long memory (Beran (1994)).
5.2 A practical example

Beran and Ocker (2001) propose to analyze volatility in financial time series by fitting a SEMIFAR model to the power transformed absolute differences \( r_t = |Y_t - Y_{t-1}|^{1/4} \). These turn out to be almost normal. See Ding et al. (1993) and Ding and Granger (1996) for a similar proposal. Beran and Ocker (2001) show that long-memory phenomenon in \( r_t \) only occurs for relatively small stock markets. As an application of the proposal in this paper, a local polynomial fit is used to analyze \( r_t \) for the IPC stock market index in Mexico from Jan. 2, 1992 to Nov. 10, 1995 (Fig. 2a). The volatility series \( r_t \) is displayed in Fig. 2b together with the estimated trend. The detrended “residual” series \( X_t \) has significant long memory with \( \hat{\delta} = 0.121 \) and a 95%-confidence interval of [0.072, 0.171].

6. Final remarks

It is clear that the bias of a nonparametric regression estimator for observations with dependent errors is the same as that for uncorrelated errors if the estimator is a linear smoother and the error process is stationary. However, the variance of a linear smoother depends on how the errors are correlated. If the errors have short memory with \( \delta = 0 \), then only the constant \( V \) is influenced. In particular, \( V \) is larger than \( \gamma(0) \int K_t^2(w) \gamma(u) \)du, when the dependence structure is dominated by positive correlations. In this case, the optimal bandwidth is larger than in the case of independent errors (Herrmann et al. (1992)). If the error process has long memory, i.e. \( \delta > 0 \), then not only the constant \( V \) but also the order of the variance is changed. The variance converges at a slower rate to zero than in the case of short memory. On the other hand, if \( \delta < 0 \), the data are mostly negatively correlated and \( \sum_{k=-\infty}^{\infty} \gamma(k) = 0 \). In this case, the variance of \( \hat{g}^{(r)} \) converges to zero at a higher rate than under independence or short-range dependence.

For the practical application of the results in Section 3, the iterative plug-in method can be adapted for bandwidth selection with unknown dependent structures. However, as shown in Section 4, the rate of convergence of a plug-in method is determined by the difference between \( h_A \) and \( h_M \). An interesting question is, if other bandwidth selection rules for nonparametric regression with independent data, which aim at a direct estimation of the MISE (e.g. Fan and Gijbels (1995), Feng and Heiler (1999)), can be adapted to bandwidth selection in nonparametric regression with long memory. These methods have some advantages over the plug-in method. For instance, for independent data, the double smoothing bandwidth selector by Feng and Heiler (1999) does not require the estimation of \( g^{(k)} \), and the rate of convergence is faster than the best possible convergence rate of a plug-in bandwidth selector based on \( h_A \). This and other open questions on bandwidth selection in nonparametric regression with long memory will be discussed elsewhere.
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Appendix: Proofs of the theorems

**Proof of Theorem 1.** The proof will only be carried out in detail for an interior point \( t \). Define \( x_i = (t_i - t)/h \), \( y_j = (t_j - t)/h \), \( n_0 = \lfloor nt \rfloor + 1 \) and \( b = \lfloor nh \rfloor \) as before.

(i): The proof of the pointwise bias is standard.

(ii): (iii) holds if (ii) holds, since

\[
(nh)^{1-2\delta} h^{2\nu} \mathrm{var} (\hat{f}^{(\nu)}(t))
= (nh)^{1-2\delta} h^{2\nu} \sum_{i,j=n_0-b}^{n_0+b} \bar{w}_i^\nu \bar{w}_j^\nu \gamma(i-j)
= (nh)^{1-2\delta} h^{2\nu} \sum_{i,j=n_0-b}^{n_0+b} \tilde{w}_i^\nu \tilde{w}_j^\nu \gamma(i-j) [1 + o(1)]
= (nh)^{-1-2\delta} \sum_{i,j=n_0-b}^{n_0+b} K_{(\nu, k)}(x_i) K_{(\nu, k)}(y_j) \gamma(i-j) [1 + o(1)]
= V_n(h)[1 + o(1)]
\]

(ii): The results will be proved separately for \( \delta = 0, 0 < \delta < 0.5 \) and \(-0.5 < \delta < 0\). The formulas (3.12), (3.13) and (3.14) will be obtained immediately.

a) \( \delta = 0 \). Observe that, for \( \delta = 0 \), \( \sum_{k=-\infty}^{\infty} \gamma(k) = C \) and

\[
V_n(h) = (nh)^{-1} \sum_{i=n_0-b}^{n_0+b} K_{(\nu, k)}(x_i) \sum_{j=n_0-b}^{n_0+b} K_{(\nu, k)}(y_j) \gamma(i-j).
\]

Let \( b' \) be an integer such that \( b' = o(b) \), \( b' \to \infty \) as \( n \to \infty \) (e.g. \( b' = [\sqrt{b}] \)). For \( n_0 - b + b' < i < n_0 + b - b' \) we have

\[
\sum_{j=n_0-b}^{n_0+b} K_{(\nu, k)}(y_j) \gamma(i-j) = \sum_{|i-j| < b'} K_{(\nu, k)}(y_j) \gamma(i-j) + \sum_{|i-j| \geq b'} K_{(\nu, k)}(y_j) \gamma(i-j).
\]

For \( |i-j| < b' \) we have \( |x_i - y_j| = o(1) \) and hence \( K(y_j) = K(x_i)[1 + o(1)] \), because \( b' = o(b) \) and \( K_{(\nu, k)} \) is Lipschitz-continuous. Then we obtain

\[
\sum_{|i-j| < b'} K_{(\nu, k)}(y_j) \gamma(i-j) = CK_{(\nu, k)}(x_i)[1 + o(1)],
\]

because \( \sum_{|i-j| < b'} \gamma(i-j) = C + o(1) \). Furthermore,

\[
\sum_{|i-j| \geq b'} K_{(\nu, k)}(y_j) \gamma(i-j) = o(1),
\]

because \( K_{(\nu, k)} \) is bounded and \( \sum_{|i-j| \geq b'} \gamma(i-j) = o(1) \).

For \( i = n_0 - b \) or \( i = n_0 + b \) we have, analogously,

\[
\sum_{|i-j| < b'} K_{(\nu, k)}(y_j) \gamma(i-j) = [(C + \gamma(0))/2] K_{(\nu, k)}(x_i)[1 + o(1)]
= O(K_{(\nu, k)}(x_i)).
\]
It is clear that \( \sum K(\nu, k)(y_j)\gamma(i - j) = O(K(\nu, k)(x_i)) \) holds for all \( i \) such that \( n_0 - b < i \leq n_0 - b + b' \) or \( n_0 + b - b' < i \leq n_0 + b \). Since \( b' = o(b) \), we have

\[
V_n(h) = (nh)^{-1} \sum_{i=n_0-b}^{n_0+b} K^2(\nu, k)(x_i)[C + o(1)]
\]

\[
= C \int_{-1}^{1} K^2(\nu, k)(x)dx + o(1).
\]

b) \( \delta > 0 \). In this case we have \( \gamma(k) \sim c_\gamma |k|^{2\delta - 1} \) with \( c_\gamma = 2c_\gamma \Gamma(1 - 2\delta) \sin \pi \delta > 0 \) (see Beran (1994), pp. 61–63).

\[
V_n(h) = (nh)^{-1-2\delta} \sum_{i,j=n_0-b}^{n_0+b} K(\nu, k)(x_i)K(\nu, k)(y_j)\gamma(i - j)
\]

\[
\simeq c_\gamma (nh)^{-1-2\delta} \sum_{i,j=n_0-b}^{n_0+b} K(\nu, k)(x_i)K(\nu, k)(y_j)|i - j|^{2\delta - 1}
\]

\[
= c_\gamma (nh)^{-2} \sum_{i,j=n_0-b}^{n_0+b} K(\nu, k)(x_i)K(\nu, k)(y_j)|x_i - y_j|^{2\delta - 1}
\]

\[
\simeq c_\gamma \int_{-1}^{1} \int_{-1}^{1} K(\nu, k)(x)K(\nu, k)(y)|x - y|^{2\delta - 1} dx dy
\]

c). The proof for \( \delta < 0 \) is based on the decomposition of the equivalent kernel and the property \( \sum_{k=-\infty}^{\infty} \gamma(k) = 0 \), where \( \gamma(k) \sim c_\gamma |k|^{2\delta - 1} \) for large \( k \) with \( c_\gamma = 2c_\gamma \Gamma(1 - 2\delta) \sin(\pi \delta) < 0 \) in the case of antipersistence (see Beran (1994)). For given \( i \) we have \( \sum_{j=n_0-b}^{n_0+b} \gamma(i - j) = -\sum_{|j-n_0|>b} \gamma(i - j) \). Recall that the equivalent kernel has the form \( K(\nu, k)(x) = \sum_{l=0}^{r} \alpha_l x^l \mathbf{1}_{|x| \leq 1} \). At a point \( x_i \), \( K(\nu, k)(y) \) can be rewritten as \( K(\nu, k)(y) = \sum_{l=0}^{r} \beta_l(x_i)(x_i - y)^l \). Let \( K_0(x_i) = K_1(x_i - y) \), where \( K_0(x_i) = \beta_0(x_i) \), \( K_1(x_i - y) = \sum_{l=3}^{r} \beta_l(x_i)(x_i - y)^l \).

Observing that \( t \) is an interior point we have

\[
V_n = (nh)^{-1-2\delta} \sum_{i=n_0-b}^{n_0+b} K(\nu, k)(x_i) \sum_{j=n_0-b}^{n_0+b} K(\nu, k)(y_j)\gamma(i - j).
\]

\[
\sum_{j=n_0-b}^{n_0+b} K(\nu, k)(y_j)\gamma(i - j)
\]

\[
= \sum_{j=n_0-b}^{n_0+b} K_1(x_i - y_j)\gamma(i - j) - K_0(x_i) \sum_{|j-n_0|>b} \gamma(i - j)
\]

\[
\simeq c_\gamma \left\{ \sum_{j=n_0-b}^{n_0+b} K_1(x_i - y_j)|i - j|^{2\delta - 1} - K_0(x_i) \sum_{|j-n_0|>b} |i - j|^{2\delta - 1} \right\}
\]
\begin{align*}
&= c_\gamma (nh)^{2\alpha - 1} \left\{ \sum_{j=n_0}^{n_0+b} K_1(x_i - y_j)|x_i - y_j|^{2\alpha - 1} - K_0(x_i) \sum_{|j| > n_0} |x_i - y_j|^{2\alpha - 1} \right\} \\
&= c_\gamma (nh)^{2\alpha} \left\{ \int_{-1}^{1} K_1(x_i - y)|x_i - y|^{2\alpha - 1} dy - K_0(x_i) \int_{|y| > 1} |x_i - y|^{2\alpha - 1} dy \right\}
\end{align*}

Finally, we obtain

\begin{align*}
V_n &= c_\gamma (nh)^{-1} \sum_{i=n_0}^{n_0+b} K_{(\nu, k)}(x_i) \left\{ \int_{-1}^{1} K_1(x_i - y)|x_i - y|^{2\alpha - 1} dy \\
&\quad - K_0(x_i) \int_{|y| > 1} |x_i - y|^{2\alpha - 1} dy \right\} \\
&= c_\gamma \int_{-1}^{1} K_{(\nu, k)}(x) \left\{ \int_{-1}^{1} K_1(x - y)|x - y|^{2\alpha - 1} dy \\
&\quad - K_0(x) \int_{|y| > 1} |x - y|^{2\alpha - 1} dy \right\} dx.
\end{align*}

The proof at a boundary point \( t = ch \) with \( 0 \leq c < 1 \) is similar to that given above and is hence omitted. Especially, note that the proof in “(ii): c)” can also be carried out for \( c = 0 \). This concludes the proof. \( \square \)

**Proof of Theorem 2.** Theorem 2 follows from Theorem 1, since in the case that \( p - \nu \) is odd the MISE on the boundary area is asymptotically negligible. \( \square \)

**Proof of Proposition 1.** From here on \( I(g^{(k)}) \) will be abbreviated as \( I \).

a) Bias in \( \hat{I} \), denoted by \( B(\hat{I}) \):

\begin{align*}
B(\hat{I}) &= n^{-1} \sum_{i=1}^{n} B([\hat{g}^{(k)}(t_i)]^2) \\
&= n^{-1} \sum_{i=1}^{n} (E([\hat{g}^{(k)}(t_i)]^2) - [g^{(k)}(t_i)]^2).
\end{align*}

From Theorem 1, at an interior point \( t_i \) we have

\begin{align*}
E([\hat{g}^{(k)}(t_i)]^2) &= [E(\hat{g}^{(k)}(t_i))]^2 + \text{var}(\hat{g}^{(k)}(t_i)) \\
&\approx [g^{(k)}(t_i)]^2 + 2h_k^{(l-k)} \frac{\partial^{(f)}}{f!} g^{(k)}(t_i) g^{(i)}(t_i) + (nh_k)^{2\alpha - 1} h_k^{-2k} V.
\end{align*}

Since \( l - k \) is even, the part of \( B(\hat{I}) \) due to the boundary region is asymptotically negligible. We have

\begin{align*}
B(\hat{I}) &\approx n^{-1} \sum_{t_i \in [h_k, 1 - h_k]} \left\{ 2h_k^{(l-k)} \frac{\partial^{(f)}}{f!} g^{(k)}(t_i) g^{(i)}(t_i) + (nh_k)^{2\alpha - 1} h_k^{-2k} V \right\} \\
&\approx 2h_k^{(l-k)} \frac{\partial^{(f)}}{f!} \int_{0}^{1} g^{(k)}(t) g^{(i)}(t) dt + (nh_k)^{2\alpha - 1} h_k^{-2k} V.
\end{align*}
b) Variance in $\hat{f}$:

The formula of $\text{var}[\hat{f}]$ in this paper aims at the relationship between it and $B(\hat{f})$. A more explicit formula of $\text{var}[\hat{f}]$ in the case when $X_i$ are iid, may be found in Ruppert et al. (1995) (see also Gasser et al. (1991) for results with $k = 2$).

\begin{equation}
\text{var}[\hat{f}] = n^{-2} \var \left\{ \sum_{i=1}^{n} (\hat{g}^{(k)}(t_i))^2 \right\} \\
= n^{-2} \var \left\{ \sum_{i=1}^{n} \left[ \hat{g}^{(k)}(t_i) - E(\hat{g}^{(k)}(t_i)) \right]^2 + 2\hat{g}^{(k)}(t_i)E(\hat{g}^{(k)}(t_i)) \right\} \\
\leq O \left( n^{-2} \var \left[ \sum_{i=1}^{n} \hat{g}^{(k)}(t_i) - E(\hat{g}^{(k)}(t_i)) \right]^2 \right) \\
+ O \left( n^{-2} \var \left[ \sum_{i=1}^{n} \hat{g}^{(k)}(t_i)E(\hat{g}^{(k)}(t_i)) \right] \right) = V_1 + V_2, \quad \text{say.}
\end{equation}

We consider at first $V_1$. Define $\xi_i = \hat{g}^{(k)}(t_i) - E(\hat{g}^{(k)}(t_i))$. We have

\begin{equation}
\begin{aligned}
n^{-2} \var \left[ \sum_{i=1}^{n} \xi_i^2 \right] &= n^{-2} \sum_{i=1}^{n} \sum_{j=i}^{n} \text{cov}(\xi_i^2, \xi_j^2) = o(\text{var}[\xi_i^2])
\end{aligned}
\end{equation}

with $t_{i_0}$ being an interior point. (A.4) is due to the fact that $\text{var}[\xi_i^2]$ is of the same order at each point and $\text{cov}(\xi_i^2, \xi_j^2) = o(\text{var}[\xi_i^2])$ as $|i-j| \to \infty$. Under the normal assumption,

\begin{equation}
\begin{aligned}
\text{var}(\xi_{i_0}^2) &= \text{var}[(\hat{g}^{(k)}(t_{i_0}) - E(\hat{g}^{(k)}(t_{i_0})))^2] \\
&= E[(\hat{g}^{(k)}(t_{i_0}) - E(\hat{g}^{(k)}(t_{i_0})))^4] - E^2[(\hat{g}^{(k)}(t_{i_0}) - E(\hat{g}^{(k)}(t_{i_0})))^2] \\
&= 3 \text{var}^2[\hat{g}^{(k)}(t_{i_0})] - \text{var}^2[\hat{g}^{(k)}(t_{i_0})] \\
&= 2 \text{var}^2[\hat{g}^{(k)}(t_{i_0})].
\end{aligned}
\end{equation}

By combining (A.4) and (A.5) we obtain $V_1 = o(\text{var}[\hat{g}^{(k)}(t_{i_0})]) = o((nh_{i_0})^{4k-2}h_{i_0}^{-4k})$.

Let $b_k = [nh_k]$. And let $\bar{w}_i, i = 1, 2, \ldots, 2b_k + 1$, be the possible nonzero kernel weights for $\hat{g}^{(k)}(t_i)$ at an interior point (see Section 3), which are symmetric about $i = b_k + 1$. Observing that the influence of the points with $i \leq 2b_k$ or $i \geq n - 2b_k$ on $V_2$ is asymptotically negligible, if $h_k \to 0$.

\begin{equation}
V_2 \leq O \left( n^{-2} \var \left[ \sum_{i=2b_k+1}^{n-2b_k} \hat{g}^{(k)}(t_i)E(\hat{g}^{(k)}(t_i)) \right] \right)
\end{equation}

\begin{equation}
\leq O \left( n^{-2} \var \left\{ \sum_{i=2b_k+1}^{n-2b_k} E(\hat{g}^{(k)}(t_i)) \left[ \sum_{j=i-b_k}^{i+b_k} \bar{w}_{j-i+b_k+1}Y_j \right] \right\} \right)
\end{equation}

\begin{equation}
= O \left( n^{-2} \var \left\{ \sum_{i=2b_k+1}^{n-2b_k} \left[ \sum_{j=i-b_k}^{i+b_k} \bar{w}_{j-i+b_k+1}E(\hat{g}^{(k)}(t_{i+b_k+1-j})) \right] Y_j \right\} \right).
\end{equation}

Observing that $\sum_{j=i-b_k}^{i+b_k} \bar{w}_{j-i+b_k+1}E(\hat{g}^{(k)}(t_{i+b_k+1-j})) = g^{(2k)}(t_i)$ and $g^{(2k)}$ is bounded,
we have

\[(A.6) \quad V_2 \doteq O \left( n^{-2} \text{var} \left[ \sum_{i=2b_k+1}^{n-2b_k} g^{(2k)}(t_i)Y_i \right] \right) \]

\[\doteq O \left( n^{-2} \text{var} \left[ \sum_{i=1}^{n} Y_i \right] \right) = O(n^{2s-1}).\]

Proposition 1 is proved. \(\square\)

A sketched proof of Theorem 3. In the following it is assumed that the error in \(\delta\) and \( V \) is asymptotically negligible. Hence the unknown parameters \(\delta\) and \( V \) will be directly used in the proof.

The iterative plug-in algorithm is motivated by fixpoint search. Here a bandwidth \( h'_k = O((n^{2s-1}/(2k+1-2s)) \) plays an important role. Observe that, on one hand we have \( h'_k = O(h_M) \). On the other hand, \( h'_k \) is a bandwidth such that \( \hat{g}^{(k)} = O_p(g^{(k)}) \) and \( \hat{I} = O_p(I) \). But now, both of \( \hat{g}^{(k)} \) and \( \hat{I} \) are not yet consistent. Assuming that the starting bandwidth satisfies \( h_0 = o(h'_k) \), e.g. \( h_0 = n^{-(2k+1)/(k+1+1)} \) as proposed in this paper, an iterative plug-in bandwidth selection procedure may be divided into the following three steps according to the relationship between \( h_{k,i} \) and \( h'_k \).

**Step 1.** When \( h_{k,i} = o_p(h'_k), \hat{I} = O_p(n^{2s-1}h^{-(2k+1+\delta)}) \) is infinite in probability. In this case one obtains \( h_{i-1} = o(h_i) \), i.e. the here bandwidth is of larger order.

**Step 2.** When \( h_{k,i} = O_p(h'_k), \hat{I} = O_p(I) \). Now, \( h_i = O_p(h_M) \). But, in general, the constant is not yet consistent.

**Step 3.** When \( h'_k = o_p(h_{k,i}) \), \( \hat{I} \) is consistent and one obtains a consistent bandwidth selector \( h_i \).

Let \( i^0 \) be defined as in Section 4. Let \( i' \) be the number of iterations in Step 1, and \( i^* \) the number of iterations in Step 2 (\( i^* = 0 \) or 1). Then \( i^0 = i' + i^* + k + 1 \) where \( k + 1 \) is the number of iterations in Step 3. The selected bandwidth \( h_i \) is consistent in the first and all subsequent iterations in step 3. However, the next \( k \) iterations (after the first one in Step 3) still improve the variability of the estimator \( \hat{h} \) (Gasser et al. (1991)). For given \( \delta, k \) and \( l \), the required number of iterations depends on \( \alpha, \beta \) and the inflation method. Assume that \( k = 2, l = 4 \). By the proposal of Gasser et al. (1991), \( i' = 7, i^* = 1 \) and \( i^0 = 11 \). The purpose of Gasser et al. (1991) is to minimize the variance in \( \hat{I} \). When the MSE of \( \hat{I} \) is to be minimized, more iterations are required. By the proposal in this paper for minimizing the MSE of \( \hat{I} \), if \( \delta = 0 \), we have \( i' = 3, i^* = 0 \) and \( i^0 = 6 \). For \( \delta = 0.4 \), we have \( i' = 6, i^* = 0 \) and \( i^0 = 9 \) (note that \( i^0 = 43 \) by the proposal of Ray and Tsay (1997) for the case with \( \delta = 0.4 \)). In both cases, Step 2 does not appear.

The asymptotic results and hence the rate of convergence does not depend on \( h_0 \). Theoretically, any \( h_0 \) such that \( h_{k,1} \rightarrow 0, n h_{k,1} \rightarrow \infty \) as \( n \rightarrow \infty \) could be used as the starting bandwidth. The asymptotic results depend only on the inflation method and \( \alpha \).

The rate of convergence for our proposal can be calculated as follows.

We have

\[(A.7) \quad (\hat{h} - h_M)/h_M = (\hat{h} - h_A)/h_A + (\hat{h}_A - h_M)/h_M \]

\[\doteq (\hat{h} - h_A)/h_A + (\hat{h}_A - h_M)/h_M.\]
Taylor’s expansion of $\hat{h}$ gives

$$\hat{h} - h_A = -\frac{1}{2k + 1 - 2\delta} h_A I^{-1}(I - I).$$

It follows that

$$(\hat{h} - h_A)/h_A \approx -\frac{1}{2k + 1 - 2\delta} I^{-1}(I - I).$$

Let $h_{k,\delta} = O(n^{(2\delta-1)/(k+1+1-2\delta)})$, then we obtain

(A.8) $$(\hat{h} - h_A)/h_A \approx O_p(n^{(l-k)(2\delta-1)/(k+1+1-2\delta)}).$$

Theorem 3 is proved by combining (A.7) and (A.8). □
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