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Abstract. A simple consistent test of additivity in a multiple nonparametric regression model is proposed, where data are observed on a lattice. The new test is based on an estimator of the $L^2$-distance between the (unknown) nonparametric regression function and its best approximation by an additive nonparametric regression model. The corresponding test-statistic is the difference of a classical ANOVA style statistic in a two-way layout with one observation per cell and a variance estimator in a homoscedastic nonparametric regression model. Under the null hypothesis of additivity asymptotic normality is established with a limiting variance which involves only the variance of the error of measurements. The results are extended to models with an approximate lattice structure, a heteroscedastic error structure and the finite sample behaviour of the proposed procedure is investigated by means of a simulation study.
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1. Introduction

Consider the nonparametric regression model

\begin{equation}
Y = Y(t) = g(t) + \varepsilon(t)
\end{equation}

where $Y$ is the response variable, $t = (t_1, \ldots, t_d)^T$ is a $d$-dimensional predictor variable and $\varepsilon$ is an unobserved error term with mean 0 and variance $\sigma^2 > 0$. The problem of estimating $g$ has a huge literature associated with it. In recent years nonparametric estimators such as kernel or nearest neighbour methods have become increasingly popular, especially in problems where the predictor is one-dimensional. It is well known that with higher-dimensional predictors these methods become less attractive because the efficiency of linear smoothers decreases with an increasing dimension $d$.

One possibility to avoid problems caused by the so-called “curse of dimensionality” is to approximate the regression function $g$ by a sum of $d$ univariate functions, one for each dimension of $t$ (see Friedman and Stuetzle (1981)). Buja et al. (1989) discussed in their landmark paper the use of the most simple projection pursuit regression, i.e. additive models

\begin{equation}
Y = \sum_{j=1}^d g_j(t_j) + \varepsilon,
\end{equation}

where $g_1, \ldots, g_d$ are unknown smooth functions (see also Hastie and Tibshirani (1990)). A theoretical justification of this approach was given by Stone (1985) who showed that
in the model (1.2) the regression function \( g(t) = \sum_{j=1}^{d} g_j(t_j) \) can be estimated with the same rate of the estimation error as in the univariate case. In other words high dimensional nonparametric regression models remain tractable efficiently when the additive structure (1.2) is justified.

For these reasons the application of the additive model (1.2) should be accompanied by a proper "model check of additivity". The problem of testing additivity has found considerable interest in the recent literature. Hastie and Tibshirani (1990) proposed a Tukey-type test of additivity which arises from considering specific interactions of the form \( \gamma \prod_{j=1}^{k} g_{i_j}(t_{i_j}) \) (\( 1 \leq i_1 < \cdots < i_k \leq d \)) and testing if \( \gamma = 0 \) (see also Tukey (1949)). Barry (1993) constructed a likelihood ratio test for the additivity of a regression function in a slightly different regression model, which is based on the local residuals \( Y_{i+1,j+1} + Y_{i,j} - Y_{i+1,j} - Y_{i,j+1} \). Eubank et al. (1995) reanalyzed the Tukey-type test and showed that it is inconsistent against certain reasonable departures from additivity. In the same paper these authors proposed a second test of additivity which is consistent against essentially any departure from additivity.

In this paper an alternative consistent test of additivity is proposed which is constructed from an estimator for the \( L^2 \)-distance between the regression function \( g \) and its best approximation by an additive model. We propose a class of test-statistics which are based on differences between a classical ANOVA type statistic in a two-way layout with one observation per cell and variance estimators in a homoscedastic nonparametric regression model. For this class which are quadratic forms in the responses we show asymptotic normality under the hypothesis of additivity. This allows the construction of a very intuitive and simple consistent test of additivity which uses the critical values obtained from the standard normal distribution. In Section 2 we state the basic assumptions and main results for the case of a two dimensional predictor, for which the basic ideas of our approach are most transparent. Section 3 presents a small simulation study in order to investigate and compare the finite sample performance of the test proposed in this paper with the methods introduced by Barry (1993) and Eubank et al. (1995). In summary, we found that no test performs uniformly better than the others. The power depends heavily on the particular alternative.

Section 4 discusses the extension of our methods to high-dimensional predictors (i.e. \( d \geq 3 \)). If \( d \geq 3 \) it becomes apparent that the particular choice of an estimator of the variance \( \sigma^2 \) is crucial for the performance of the proposed test. Guidelines for the selection of an appropriate variance estimator in order to maximize power and to maintain the nominal level with high accuracy are given. In Section 5 we extend our approach to the case of models with nonconstant intrinsic variability \( \text{Var}[Y(t)] = \sigma^2(t) \) which is certainly in many applications a more realistic assumption. In the heteroscedastic model estimators, which differ from those used in the constant variance case are required. Roughly speaking, it turns out that the price for a more general model in the above sense is a drastic loss in efficiency. Finally, technical details and proofs are given in Section 6.

We conclude this section by noting that the test proposed in this paper does not require an explicit estimation of the regression and variance function. Only estimators of certain integrals of the regression function \( g \) and the variance \( \sigma^2 \) are required and as a consequence the new test does not depend on a choice of kernel estimators and bandwidth. The occurring statistics can be written as quadratic forms, which, together with the asymptotic normality, makes the performance of the test computationally rather simple.
2. Testing additivity: theory

In order to give a transparent presentation of the basic idea of this paper we consider throughout this section the case of a two-dimensional predictor. We assume that the response variable is observed over a lattice \( \{(t_{1i}, t_{2j})\}_{i=1,\ldots,n_1}^{j=1,\ldots,n_2} \) on \([0,1]^2\) as it is often the case with image data, i.e.

\[
Y_{ij} = g(t_{1i}, t_{2j}) + \varepsilon_{ij}, \quad i = 1, \ldots, n_1; j = 1, \ldots, n_2,
\]

where \( \varepsilon_{11}, \varepsilon_{12}, \ldots, \varepsilon_{n_1 n_2} \) are independent random variables with mean 0, variance \( \text{Var}(\varepsilon_{ij}) = \sigma^2 \) \((i = 1, \ldots, n_1; j = 1, \ldots, n_2)\) and existing fourth moments. The regression function \( g \) is assumed to be Lipschitz-continuous of order \( \gamma > \frac{1}{2} \), i.e.

\[
g \in \text{Lip}_\gamma[0,1]^2
\]

where

\[
\text{Lip}_\gamma[0,1]^2 := \{ f : [0,1]^2 \rightarrow \mathbb{R} \mid \exists L > 0 : |f(x) - f(y)| \leq L\|x - y\|_\infty \}.
\]

For the design points \( \{(t_{1i}, t_{2j})\}_{i=1,\ldots,n_1}^{j=1,\ldots,n_2} \) we assume a Sacks-Ylvisaker condition (see Sacks and Ylvisaker (1970))

\[
\int_0^{t_{1j}} h_i(u) du = \frac{j}{n_i}, \quad j = 1, \ldots, n_i; i = 1, 2
\]

where \( h_1, h_2 : [0,1] \rightarrow \mathbb{R} \) are positive Lipschitz continuous functions of order \( \gamma > \frac{1}{2} \) (i.e. \( h_i \in \text{Lip}_\gamma[0,1](i = 1, 2) \)) which are called the design densities. Observe that this includes the equidistant grid if \( h_i \equiv 1 \) \((i = 1, 2)\). Defining \( h(t_1, t_2) = h_1(t_1)h_2(t_2) \) as the density of the corresponding product measure we introduce

\[
L^2[0,1]^2 := \left\{ f : [0,1]^2 \rightarrow \mathbb{R} \mid \int_{[0,1]^2} f^2(t)h(t)dt < \infty \right\}
\]

as the Hilbert space of square integrable functions with respect to the product density \( h \). Similarly, let \( L^2_j[0,1] \) denote the corresponding Hilbert spaces of square integrable functions (on the unit interval \([0,1]\)) with respect to the marginal density \( h_j \) \((j = 1, 2)\). As a measure of additivity we use

\[
M^2 = \inf \left\{ \int_0^1 \int_0^1 \left[ g(t_1, t_2) - g_1(t_1) - g_2(t_2) \right]^2 h(t_1, t_2)dt_1dt_2 \mid g_j \in L^2_j[0,1], j = 1, 2 \right\},
\]

which is the minimal distance between the regression function \( g \) and all additive regression functions \( g \) of the form \( g(t_1, t_2) = g_1(t_1) + g_2(t_2) \). The hypothesis of an additive model (1.2) can now be rewritten as

\[
H_0 : M^2 = 0.
\]

The following result gives an explicit representation of \( M^2 \) and is proved in Section 6.
Lemma 2.1. Let \( g \in L^2[0,1]^2 \), then

\[
M^2 = \int_{[0,1]^2} g^2(t)h(t)dt - \int_0^1 \left[ \int_0^1 g(t_1,t_2)h_1(t_1)dt_1 \right]^2 h(t_2)dt_2 \\
- \int_0^1 \left[ \int_0^1 g(t_1,t_2)h_2(t_2)dt_2 \right]^2 h(t_1)dt_1 + \left[ \int_{[0,1]^2} g(t)h(t)dt \right]^2
\]

and the minimum is attained for the functions

\[
g_1(t_1) = \int_0^1 g(t_1,t_2)h_2(t_2)dt_2 - c_1 \\
g_2(t_2) = \int_0^1 g(t_1,t_2)h_1(t_1)dt_1 - c_2
\]

where \( c_1, c_2 \) are arbitrary constants satisfying

\[
c_1 + c_2 = \int_{[0,1]^2} g(t)h(t)dt.
\]

If \( g \in \text{Lip}_\gamma[0,1]^2 \) for some \( \gamma > 0 \) then \( g_1, g_2 \in \text{Lip}_\gamma[0,1]^2 \).

The test proposed in this paper will be based on an estimator of the minimal distance \( M^2 \) in (2.6). This will be done by estimating all integrals occurring in (2.6) separately, i.e.

\[
\hat{M}^2_{11} = \frac{1}{n_1n_2} \sum_{i=1}^{n_1} \sum_{j=1}^{n_2} \hat{Y}_{ij}^2, \quad \hat{M}^2_{12} = \frac{1}{n_1n_2^2} \sum_{j=1}^{n_2} \left( \sum_{i=1}^{n_1} \hat{Y}_{ij} \right)^2 \\
\hat{M}^2_{22} = \frac{1}{n_1n_2^2} \sum_{i=1}^{n_1} \left( \sum_{j=1}^{n_2} \hat{Y}_{ij} \right)^2, \quad \hat{M}^2_{21} = \left( \frac{1}{n_1n_2} \sum_{i=1}^{n_1} \sum_{j=1}^{n_2} \hat{Y}_{ij} \right)^2.
\]

Now the estimator of \( M^2 \) is defined by

\[
\hat{M}^2 = \hat{M}^2_{11} - \hat{M}^2_{12} - \hat{M}^2_{21} + \hat{M}^2_{22} = \frac{1}{n_1n_2} \sum_{i=1}^{n_1} \sum_{j=1}^{n_2} \left( Y_{ij} - \bar{Y}_i - \bar{Y}_j + \bar{Y}_- \right)^2
\]

where \( \bar{Y}_i = \frac{1}{n_2} \sum_{j=1}^{n_2} Y_{ij}, \bar{Y}_j = \frac{1}{n_1} \sum_{i=1}^{n_1} Y_{ij} \) and \( \bar{Y}_- = \frac{1}{n_1n_2} \sum_{i=1}^{n_1} \sum_{j=1}^{n_2} Y_{ij} \). Observe that the second expression in (2.7) equals the quadratic form for the error term in a complete two-way ANOVA with one observation per cell. This allows a very simple computation of \( \hat{M}^2 \) in any statistical software package such as SAS or SPSS. Note that the statistic \( \hat{M}^2 \) also appears in Tukey's (1949) test. The following Lemma shows that \( \hat{M}^2 \) is a consistent estimator for the sum of the minimal distance \( M^2 \) and the variance of the error distribution.

Lemma 2.2. If the assumptions (2.1)–(2.3) are satisfied and \( n_1 \to \infty, n_2 \to \infty \) such that \( n_1/n_2 \to \lambda \in (0, \infty) \), then

\[
\text{Var}[\hat{M}^2] = O((n_1n_2)^{-1}) \\
E[\hat{M}^2] = M^2 + \frac{(n_1 - 1)(n_2 - 1)}{n_1n_2} \sigma^2 + O(n_1^{-\gamma}).
\]
Especially, if the null hypothesis of additivity (2.5) is valid we have

\[ E[\bar{M}^2] = \left(1 - \frac{1}{n_1}\right) \left(1 - \frac{1}{n_2}\right) \sigma^2. \]

Taking into account Lemma 2.2 it is reasonable to define as an estimator for the minimal distance in (2.4)

\[ \hat{M}_{i,\alpha}^2 = \bar{M}^2 - r_{n_1,n_2}\hat{\sigma}_{i,\alpha}^2 \]

\[ = \frac{1}{n_1n_2} \sum_{i=1}^{n_1} \sum_{j=1}^{n_2} (Y_{ij} - \bar{Y}_i - \bar{Y}_j + \bar{Y})^2 - r_{n_1,n_2}\hat{\sigma}_{i,\alpha}^2 \]

where

\[ r_{n_1,n_2} = 1 - \frac{1}{n_1} - \frac{1}{n_2} + \frac{1}{n_1n_2} \]

and \( \hat{\sigma}_{i,\alpha}^2 \) is the following variance estimator

\[ \hat{\sigma}_{i,\alpha}^2 = \frac{1}{8(n_1 - 2l)(n_2 - 2l)} \sum_{i=l+1}^{n_1} \sum_{j=l+1}^{n_2} \sum_{r=-1}^{1} \sum_{s=-1}^{1} \left( \sum_{k=0}^{l} \alpha_k Y_{i+kr,j+ks} \right)^2. \]

Here \( \alpha = (\alpha_0, \ldots, \alpha_l) \) is a so called “difference sequence” satisfying \( \sum_{k=0}^{l} \alpha_k = 0; \sum_{k=0}^{l} \alpha_k^2 = 1 \) (see Hall et al. (1990)) and (2.9) is a generalization of the variance estimators of Rice (1984) and Gasser et al. (1986) to the case of a multiple predictor. Similar estimators were also considered by Hall et al. (1991). The choice of the weights \( \alpha_0, \ldots, \alpha_l \) will be important for the finite sample and asymptotic behaviour of the proposed test and will be discussed in Sections 3 and 4 more carefully. We also note that the case \( l = 1 \) yields the variance estimator used by Eubank et al. (1995) in their simulation study, i.e.

\[ \hat{\sigma}^2 = \frac{1}{16(n_1 - 2)(n_2 - 2)} \sum_{i=2}^{n_1-1} \sum_{j=2}^{n_2-1} \sum_{r=-1}^{1} \sum_{s=-1}^{1} (Y_{i,j} - Y_{i+r,j+s})^2. \]

In the following two theorems we will establish asymptotic normality of \( \hat{M}_{i,\alpha} \) if the hypothesis of additivity is valid. The first result gives the asymptotic variance of \( \hat{M}_{i,\alpha}^2 \).

**Theorem 2.1.** If the null hypothesis (2.5) of additivity is valid, (2.1)–(2.3) are satisfied and \( n_1, n_2 \to \infty; n_1/n_2 \to \lambda \in (0, \infty) \), then the estimator defined in (2.8) satisfies

\[ \lim_{n_1,n_2 \to \infty} n_1n_2 \text{Var}(\hat{M}_{i,\alpha}^2) = \sigma^4 \sum_{r=1}^{l-r} \left( \sum_{k=0}^{l-r} \alpha_k \alpha_{k+r} \right)^2 =: \mu^2. \]

**Theorem 2.2.** If the null hypothesis (2.5) of additivity is valid, (2.1)–(2.3) are satisfied and \( n_1, n_2 \to \infty; n_1/n_2 \to \lambda \in (0, \infty) \), then the estimator defined in (2.8) satisfies

\[ \sqrt{n_1n_2} \hat{M}_{i,\alpha} \overset{D}{\to} \mathcal{N}(0, \mu^2) \]

where the asymptotic variance \( \mu^2 \) is defined by (2.10).
Remark 2.1. A careful inspection of the proofs in Section 6 shows that Theorems 2.1 and 2.2 can be extended to designs with an asymptotically approximate lattice structure in the sense of Sacks and Ylvisaker (1970), i.e.

$$\int_0^{t_{ij}} h_i(u)du = \frac{j}{n_i} + o\left(\frac{1}{n_i}\right) \quad j = 1, \ldots, n_i; i = 1, 2.$$  

Remark 2.2. We would like to conclude this section with a general remark concerning the relationship of our statistic to classical ANOVA and maximum likelihood theory. In a model with replications of measurements $Y_{ijk}$, $i = 1, \ldots, n_1$, $j = 1, \ldots, n_2$, $k = 1, \ldots, K$, $K \geq 2$, such that $Y_{ijk} \sim i.i.d. Y_{ij}$, where $Y_{ij}$ was defined in (2.1), a F-test for no interaction (additivity) is obtained by means of the F-statistic

$$F_{n_1-1}(n_2-1), n_1n_2(K-1) = \frac{\frac{1}{n_1-1}(n_2-1) \sum_{i,j} (\bar{Y}_{ij} - \bar{Y}_{i.} - \bar{Y}_{.j} + \bar{Y}_{..})^2}{\sigma_K^2}$$

where $\sigma_K^2$ denotes the UMVU estimator for the variance $\sigma^2$ in the general homoscedastic model, i.e.

$$\sigma_K^2 = \frac{1}{n_1n_2(K-1)} \sum_{i,j,k} (Y_{ijk} - \bar{Y}_{ij})^2.$$ 

Here the estimator in the nominator equals the norm of the residuals obtained by projecting orthogonally the averages $Y_{ij}$ onto the subspace of additive vectors (functions) on the grid $\{t_{1i}, t_{2j}\}_{i=1, \ldots, n_1}^{j=1, \ldots, n_2}$. Note that this projection remains estimable for case $K = 1$, i.e. without replications, which yields (up to a scaling factor of order $o(\frac{1}{n_1n_2})$) the statistic $\bar{M}^2$ defined in (2.7). Hence, the presented theory entails in particular the weak convergence of the nominator of the F-statistic in (2.12) as $n_1, n_2 \to \infty$ provided the smoothness conditions (2.2) and (2.3) are satisfied. The denominator in (2.12), however, estimates $\sigma^2$ by projecting on the subspace generated by the replications which is feasible only, if $K \geq 2$. Hence, if $K = 1$ this approach is no more valid and an estimator of $\sigma^2$ is required without the assumption of additivity. This could be done, for example, by one of the estimators presented in (2.9). Note, however, that even under a homoscedastic model with normal errors it is not possible to calculate the distribution of the resulting test statistic explicitly, because it will still depend on the unknown additive components $g_1, g_2$ albeit the dependency on $\sigma^2$ vanishes. Furthermore, it can be seen from this approach that the resulting test will be very sensitive against departures from homoscedasticity, due to the ANOVA type character of the test statistic (cf. Jorgensen (1993) p. 192). In contrast, our test is able to deal with heteroscedasticity provided more refined variance estimators are used (cf. Section 5).

3. A test for additivity and simulation results

3.1 A test for additivity

The results of Section 2 lead to a very simple test of additivity in the nonparametric regression (1.1). The hypothesis (2.5) is rejected if

$$\sqrt{n_1n_2} \frac{\bar{M}^2_{l,\alpha}}{\sigma^2_{l,\alpha}} > u_{1-\alpha} \beta_{l,\alpha}$$

(3.1)
where

$$\beta_{l, \alpha}^2 = \sum_{r=1}^{l} \left( \sum_{k=0}^{l-r} \alpha_k \alpha_{k+r} \right)^2,$$

\(\hat{M}_{l, \alpha}^2\), \(\hat{\sigma}_{l, \alpha}^2\) are defined in (2.8) and (2.9), respectively, and \(u_{1-\alpha}\) denotes the \((1 - \alpha)\) quantile of the standard normal distribution. However, we found in a numerical study that the quality of the approximation by the asymptotic normal law can be significantly improved by a proper choice of the weights \(\alpha_0, \ldots, \alpha_l\) and an additional bias correction motivated from a second order approximation.

### 3.2 Choice of the difference sequence and improving the asymptotic accuracy

In this paragraph we will discuss briefly how to choose the particular difference sequence \((\alpha_0, \ldots, \alpha_l)\) in a concrete application. Note, that the limiting variance in Theorem 2.2 and hence the (asymptotic) power of this test is minimized by an appropriate choice of the difference sequence \((\alpha_0, \ldots, \alpha_l)\). For fixed “order” \(l\) the asymptotic optimal weights \((\tilde{\alpha}_0, \ldots, \tilde{\alpha}_l)\) minimizing \(\beta_{l, \alpha}^2\) were found by Hall et al. (1990) in the context of nonparametric regression with one predictor and are listed in Table 1 of their paper. Roughly speaking these weights minimize the asymptotic MSE of the estimator \(\hat{\sigma}_{l, \alpha}^2\), which is dominated by its variance. For this sequence we obtain by a similar argument as in Hall et al. (1990)

$$\sum_{r=1}^{l} \left( \sum_{k=0}^{l-r} \tilde{\alpha}_k \tilde{\alpha}_{k+r} \right)^2 = \frac{1}{4l}.$$  

However, for difference type estimators of the variance \(\sigma^2\) in univariate nonparametric regression Seifert et al. (1993) and Dette et al. (1999) pointed out that the bias may be significant for small sample sizes although asymptotically negligible. We will see in Section 4 that this effect is even more serious in the case of multiple predictors owing to the sparsity of the data in the predictor space. In order to reduce the bias Dette et al. (1999) proposed to use the difference sequence

$$\alpha_k^* = (-1)^k \binom{l}{k} \left( \frac{2l}{l} \right)^{-1/2} \quad (k = 0, \ldots, l) \quad (3.3)$$

in the variance estimator (2.9), which will be used for \(l = 2\) in the following simulation study. Observe that under \(H_0\) the weights (3.3) lead to unbiased estimation of \(\sigma^2\) in the case where \(g_1\) and \(g_2\) are polynomials of degree \(\leq l - 1\).

For the sequence \((\alpha_k^*)_{k=0, \ldots, l}\) we obtain by a straightforward calculation

$$\beta_{l, \alpha}^2 = \sum_{r=1}^{l} \left( \sum_{k=0}^{l-r} \alpha_k \alpha_{k+r} \right)^2 = \sum_{r=1}^{l} \left( \sum_{k=0}^{l-r} \binom{l}{k} \binom{l}{k+r} \right)^2 \left( \frac{2l}{l} \right)^{-2}$$

$$= \frac{1}{2} \left\{ \frac{4l}{2l} \left( \frac{2l}{l} \right)^{-2} - 1 \right\} \quad (3.4)$$

and the first few values are given by \(\frac{1}{4} \quad (l = 1), \ \frac{17}{36} \quad (l = 2)\) and \(\frac{131}{200} \quad (l = 3)\). Although the (asymptotic) efficiency of the estimator \(\hat{M}_{l, \alpha}^2\) decreases as \(l\) increases, simulation studies similar to those in Dette et al. (1999) show that the bias may affect the finite sample
distribution heavily, such that an $l$ larger than 1 becomes often necessary, in particular when $f_1, f_2$ are heavily oscillating functions. In accordance to this finding we can only recommend Hall et al.'s optimal difference sequence for very large sample sizes ($n_1 \geq 100, n_2 \geq 100$) and slowly oscillating regression functions. Moreover, we will demonstrate in Section 4 that in the case of more than two predictors the asymptotic optimal weights of Hall et al. (1990) cannot be used in our approach, because for differentiable regression functions they only produce a bias of order $n_1^{-2}$ independent of further smoothness of the regression function. In fact, for a high dimensional predictor it is required that the bias of the variance estimator is of order $o(n_1^{-d/2})$ which is achieved the difference sequence (3.3) for sufficiently smooth regression functions, where $d \geq 2$ reflects the dimension of the predictor.

In order to obtain a reasonable small bias and asymptotic variance in the two dimensional case we used the estimator with weight (3.3) and order $l = 2$ in our simulation study. We also replaced the limit value $\beta_{2, \alpha}^2$ by its finite sample value $\beta_{l, \alpha}^2$ which can be obtained by a straightforward but tedious calculation as

$$
\beta_{2, \alpha}^2(n_1, n_2) = \frac{2(n_1 - 1)^2(n_1 - 1)^2}{n_1^2n_2^2} + \frac{n_1n_2}{(n_1 - 4)(n_2 - 4)} \times \left[ \frac{89}{36} - \frac{487}{288} \left( \frac{1}{n_1 - 4} + \frac{1}{n_2 - 4} \right) + \frac{335}{192} \frac{1}{(n_1 - 4)(n_2 - 4)} \right] \\
- \frac{1}{n_1n_2} \left[ 4(n_1 - 4)(n_2 - 4) + 13(n_1 + n_2 - 8) + \frac{136}{3} \right] + 16 \left( \frac{1}{n_1 - 4} + \frac{1}{n_2 - 4} \right) + \frac{152}{3} \frac{1}{n_1 - 4n_2 - 4}
$$

whenever $n_1, n_2 \geq 7$. This modification is necessary, because, although $\beta_{2, \alpha}^2(n_1, n_2) \rightarrow \beta_{2, \alpha}^2 = \frac{17}{36}$ as $n_1, n_2 \rightarrow \infty$, the approximation of $\beta_{2, \alpha}^2(n_1, n_2)$ by its limit is rather poor in finite sample situations (e.g. $\beta_{2, \alpha}^2(7, 7) \approx 5.87$, $\beta_{2, \alpha}^2(10, 10) \approx 3.23$). For this reason we reject the hypothesis of additivity whenever

$$
\sqrt{n_1n_2 \hat{M}_{2, \alpha}^2} > u_{1-\alpha} \beta_{2, \alpha}^2(n_1, n_2)
$$

where $\hat{M}_{2, \alpha}^2(n_1, n_2)$ is defined by (3.5). We finally note that an alternative way of determining critical values is given by matching higher order (asymptotic) moments of the left hand side of (3.6) with a $b(\chi^2_a - a)$ distribution, or by applying the critical value approximation proposed by Buckley and Eagleson (1988).

3.3 A simulation study

In the simulation study reported below we also considered the sample sizes $(n_1, n_2) = (5, 5)$ and $(n_1, n_2) = (5, 20)$ for which the finite sample variances have to be calculated separately, i.e.

$$
\beta_{2, \alpha}^2(5, 5) \approx 2.93; \quad \beta_{2, \alpha}^2(5, 20) \approx 1.61.
$$

Our first table shows the level of the test for various functions $g$ representing the hypothesis of additivity, i.e.
\begin{equation}
\begin{aligned}
g_1(t_1, t_2) &= 0 \\
g_2(t_1, t_2) &= t_1 + t_2 \\
g_3(t_1, t_2) &= e^{t_1} + \sin(\pi t_2) \\
g_4(t_1, t_2) &= \sin(\pi t_1) + \sin(\pi t_2) \\
g_5(t_1, t_2) &= e^{t_1} + e^{t_2}.
\end{aligned}
\end{equation}

In our study we used the variances \( \sigma^2 = 0.01, 0.25 \) and 1 and normally distributed errors \( \epsilon_{ij} \) (in accordance with Barry (1993) and Eubank et al. (1995)). For the design points we used a uniform grid \( \{(i/n_1, j/n_2)\}_{i=1,\ldots,n_1}^{j=1,\ldots,n_2} \) which corresponds to the uniform density in (2.3). As all cases yield similar results we only displayed results for \( \sigma^2 = 1 \). Table 1 shows the relative proportion of rejections of the test (3.6) for the levels 5\% and 2.5\% based on 5000 simulation runs. We observe a rather accurate approximation of the theoretical level for all regression functions in (3.8).

For a study of the power of the proposed test we considered a similar setup as in Barry (1993) and Eubank et al. (1995). More precisely, for the sake of comparison we use the seven alternatives from these references, namely

\begin{equation}
\begin{aligned}
g_6(t_1, t_2) &= t_1 t_2 \\
g_7(t_1, t_2) &= \exp(5(t_1 + t_2))/(1 + \exp(5(t_1 + t_2))) - 1 \\
g_8(t_1, t_2) &= 0.5(1 + \sin(2\pi (t_1 + t_2))) \\
g_9(t_1, t_2) &= 64(t_1 t_2)^3(1 - t_1 t_2)^3 \\
g_{10}(t_1, t_2) &= \text{product of two sawtooths} \\
g_{11}(t_1, t_2) &= I\{t_1 > 0.5, t_2 > 0.5\} \\
g_{12}(t_1, t_2) &= (t_1 + t_2)/2 + (1 \text{ outlier})
\end{aligned}
\end{equation}

(For the description of the sawtooths and the outlier see Barry (1993)). Table 2 contains the simulated power for the different sample sizes and alternatives of the test (3.6) with respect to a 5\% level based on 5000 simulation runs. The table also shows the corresponding results of Barry’s test and the variance was chosen as \( \sigma^2 = 1, 0.25 \) and 0.01 (see Barry (1993)). Comparing Table 2 with the results of Barry (1993) and Eubank et al. (1995) we see that no test performs uniformly better than any other test. While Barry’s and Eubank et al.’s tests are superior for the alternative \( g_6,g_7 \) and \( g_{11} \), the test proposed in this paper performs better for the alternatives \( g_8, g_9, g_{10} \) and \( g_{12} \). In summary no “clear winner” among these tests could be found in our study. Finally, it is
worthwhile to mention that in contrast to Barry (1993) the procedure proposed in the present paper does not require a normal distribution for the noise of the observations, which is an important advantage with respect to any practical application. Moreover, in contrast to Eubank et al. (1995) and Barry (1993) we do not need to simulate critical values because we can utilize the asymptotic normality as in Theorem 2.2 together with the correction in (3.5) and (3.6).

4. A high dimensional predictor

The procedure developed in Section 2 can also be extended to the case of more than two predictors. To this end we define as measure of additivity in the regression model (1.1)

$$M^2 = \inf \left\{ \int_0^1 \ldots \int_0^1 \left[ g(t_1, \ldots, t_d) - \sum_{j=1}^d g_j(t_j) \right]^2 \right\}$$
\[ h(t_1, \ldots, t_d)dt_1 \ldots dt_d \mid g_j \in L^2_j[0,1] \]

where \( h(t_1, \ldots, t_d) = \prod_{j=1}^d h_j(t_j), L^2_j[0,1] = \{ f : \int_0^1 f^2(t_j)h_j(t_j)dt_j < \infty \} \) and \( h_j, j = 1, \ldots, d \) satisfy condition (2.2). Observe that again

\[ H_0 : M^2 = 0 \iff \exists g_1, \ldots, g_d : g = \sum_{j=1}^d g_j \]

where the equality on the right hand side holds almost surely with respect to the Lebesgue measure on the \( d \)-dimensional cube. We obtain by similar arguments as given in the proof of Lemma 2.1 the following result:

**Lemma 4.1.** Let \( g \in L^2[0,1]^d \), then

\[
M^2 = \int_{[0,1]^d} g^2(t)h(t)dt \\
- \sum_{j=1}^d \int_0^1 \left[ \int_0^1 \cdots \int_0^1 g(t_1, \ldots, t_d) \prod_{i=1 \atop i \neq j}^d h_i(t_i)dt_1 \ldots dt_{j-1}dt_{j+1} \ldots dt_d \right]^2 h(t_j)dt_j \\
+ (d - 1) \left[ \int_{[0,1]^d} g(t)h(t)dt \right]^2
\]

and the minimum is attained for any function

\[ g_l(t_l) = \int_0^1 \cdots \int_0^1 g(t_1, \ldots, t_d) \prod_{i=1 \atop i \neq l}^d h_i(t_i)dt_1 \ldots dt_{l-1}dt_{l+1} \ldots dt_d - S_l, \quad l = 1, \ldots, d, \]

such that \( \sum_{l=1}^d S_l = (d - 1) \int_0^1 \cdots \int_0^1 g(t)h(t)dt \). Moreover, if \( g \in \text{Lip}_\gamma[0,1]^d \) we have \( g_l \in \text{Lip}_\gamma[0,1] \).

Assume that we have \( n = n_1 \cdots n_d \) observations over a lattice \( \{(t_{i_1}, \ldots, t_{i_d}) \mid i_j = 1, \ldots, n_j; j = 1, \ldots, d\} \) (where \( t_{i_1}, \ldots, t_{i_d} \) satisfy a similar condition corresponding to (2.3))

\[ Y_{i_1, \ldots, i_d} = g(t_{i_1}, \ldots, t_{i_d}) + \epsilon_{i_1, \ldots, i_d}, \]

then the estimator of \( M^2 \) is defined by

\[
(4.1) \quad \hat{M}^2 = \frac{1}{\prod_{j=1}^d n_j} \sum_{i_1=1}^{n_1} \cdots \sum_{i_d=1}^{n_d} \left\{ Y_{i_1, \ldots, i_d} - \sum_{j=1}^d j\bar{Y}_{\ldots} + (d - 1)\bar{Y}_{\ldots} \right\}^2
\]

where

\[
(4.2) \quad j\bar{Y}_{\ldots} = \frac{1}{\prod_{i \neq j} n_i} \sum_{i_1=1}^{n_1} \cdots \sum_{i_{j-1}=1}^{n_{j-1}} \sum_{i_{j+1}=1}^{n_{j+1}} \cdots \sum_{i_d=1}^{n_d} Y_{i_1, \ldots, i_{j-1}, i_{j+1}, \ldots, i_d},
\]

\[
(4.3) \quad \bar{Y}_{\ldots} = \frac{1}{\prod_{j=1}^d n_j} \sum_{i_1=1}^{n_1} \cdots \sum_{i_d=1}^{n_d} Y_{i_1, \ldots, i_d}.
\]
A straightforward calculation shows that under the hypothesis of additivity (1.2)

\[
E[\tilde{M}^2] = \sigma^2 r_{n_1, \ldots, n_d}
\]

where

\[
r_{n_1, \ldots, n_d} = \left(1 - \sum_{j=1}^{d} \prod_{i \neq j}^{d} \frac{1}{n_i} + \frac{d - 1}{n}\right).
\]

Using similar arguments as in the proof of Theorem 2.2 it can be shown that \(\sqrt{n}(\tilde{M}^2 - \sigma^2 r_{n_1, \ldots, n_d})\) is asymptotically normal with mean 0.

The construction of the test for additivity now needs a variance estimator which is consistent of order \(o(n^{1/2})\). To this end define the \(d\)-dimensional analogue of (2.9)

\[
\hat{\sigma}_{l, \alpha}^2 = \frac{1}{(3^d - 1) \prod_{j=1}^{d} (n_j - 2l)} \sum_{i_1 = l+1}^{n_1 - l} \cdots \sum_{i_d = l+1}^{n_d - l} \sum_{r_1 = -1}^{1} \cdots \sum_{r_d = -1}^{1} \left\{ \sum_{k=0}^{l} \alpha_k Y_{i_1 + kr_1, \ldots, i_d + kr_d} \right\}^2
\]

where \(\alpha = (\alpha_0, \ldots, \alpha_l)\) is a difference sequence, i.e. \(\sum_{k=0}^{l} \alpha_k = 0, \sum_{k=0}^{l} \alpha_k^2 = 1\). The estimator \(\hat{M}_{l, \alpha}^2\) of \(M^2\) is defined in the same way as in Section 2. It can easily be shown that for an arbitrary difference sequence the order of the bias is \(O(n^{-2/d})\) (provided the regression function is differentiable). It can further be proved that this upper bound is attained for the class of estimators considered by Hall et al. (1990), which makes them not applicable for our purposes when \(d \geq 4\), because we again utilize the asymptotic normality of \(\sqrt{n_1 \cdots n_d \hat{M}_{l, \alpha}^2}\) under \(H_0\). Observe that for \(d \geq 4\) it follows that \(E[\sqrt{n_1 \cdots n_d \hat{M}_{l, \alpha}^2}]\) does not vanish asymptotically and hence bias (instead of variance) reduction by the choice of the difference sequence \(\alpha\) becomes necessary. In the next lemma we show that for the weighting pattern \(\alpha^*\) in (3.3) a better approximation can be achieved. The proof of the following result is straightforward, observing the fact that the sequence \(\alpha^*\) is usually used for numerical differentiation, see Hall et al. (1990).

**Lemma 4.2.** If the regression function \(g\) is \(k\) times continuously differentiable, then the variance estimator \(\hat{\sigma}_{l, \alpha^*}^2\) defined in (4.5) for the difference sequence \(\alpha^*\) in (3.3) satisfies

\[
E[\hat{\sigma}_{l, \alpha^*}^2] = \sigma^2 + O(n^{-2(k\wedge l)/d}), \quad \text{Var}[\hat{\sigma}_{l, \alpha^*}^2] = O\left(\frac{1}{n}\right)
\]

whenever \(n_j \to \infty\) \((j = 1, \ldots, d)\), \(n_i/n_j \to \lambda_{ij} \in (0, \infty)\).

The construction of an appropriate test for the hypothesis of additivity is now straightforward. Define

\[
\hat{M}_l^2 = \tilde{M}^2 - r_{n_1, \ldots, n_d} \hat{\sigma}_{l, \alpha^*}^2.
\]

Then the following result can be proved by similar arguments as given in the proof of Theorem 2.2. The corresponding test is constructed following the lines of thought in Section 3.
THEOREM 4.1. If the regression function $g$ is $k$ times continuously differentiable, such that $k \wedge l > \frac{d}{4}$ and $n_j \to \infty$ $(j = 1, \ldots, d)$, $n_i/n_j \to \lambda_{ij} \in (0, \infty)$, then under $H_0$ we have for the statistic defined in (4.6)

$$\sqrt{n}M_i^2 \rightarrow \mathcal{N}(0, \mu^2)$$

where

$$(4.7) \quad \mu^2 = \frac{4\sigma^4}{3^d - 1} \left\{ \left( \frac{2l}{l} \right)^{-2} \left( \frac{4l}{2l} \right) - 1 \right\}.$$ 

Remark 4.1. (the high dimensional case) From Theorem 4.1 we draw in particular (for suitably smooth $g$) that the minimal $l$, such that the assumption in Theorem 4.1 holds is given as

$$l^* = \left\lfloor \frac{d}{4} \right\rfloor + 1.$$ 

This gives for large $d$ an approximation for the asymptotic variance in (4.7) as

$$(4.8) \quad \mu^2 \approx \sigma^4 \frac{\sqrt{2\pi d}}{3^d - 1}.$$ 

At a first glance this might seem rather curious because (4.8) implies that as the dimension $d$ increases, the sample variance of $\sqrt{n}M_i^2$ decreases. Observe, however, that in Theorem 4.1 the sample size $n = \prod_{i=1}^d n_i$ depends on $d$ and increases exponentially fast.

5. Heteroscedastic errors

Up to now, we restricted our analysis to the homoscedastic case. In many cases, however, this assumption may not be satisfied and the following model is more appropriate

$$(5.1) \quad Y(t) = g(t) + \varepsilon(t), \quad E[\varepsilon(t)] = 0, \quad \text{Var}[Y(t)] = \sigma^2(t),$$

where $\sigma^2(\cdot) \in L^2[0,1]^d$ denotes an unknown function describing the variability of the response $Y$. Throughout the sequel we restrict our considerations to the case $d = 2$, the case for arbitrary $d$ is briefly mentioned at the end of this section. Let us introduce the estimators

$$\tilde{M}_{n_1-l,n_2-l}^2 = \frac{1}{(n_1-2l)(n_2-2l)} \sum_{i=l+1}^{n_1-l} \sum_{j=l+1}^{n_2-l} Y_{ij}^2 - \frac{1}{(n_1-2l)^2(n_2-2l)} \sum_{j=l+1}^{n_2-l} \left( \sum_{i=l+1}^{n_1-l} Y_{ij} \right)^2$$

$$- \frac{1}{(n_1-2l)(n_2-2l)} \sum_{i=l+1}^{n_1-l} \left( \sum_{j=l+1}^{n_2-l} Y_{ij} \right)^2$$

$$+ \frac{1}{(n_1-2l)(n_2-2l)} \sum_{i=l+1}^{n_1-l} \sum_{j=l+1}^{n_2-l} Y_{ij}$$

and
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Fig. 1. The local residual estimators \( \hat{\sigma}^2_{l,\alpha} \) and \( \hat{\tau}^2_{l,\alpha} \). The solid lines give the directions used by \( \hat{\tau}^2_{l,\alpha} \) while \( \hat{\sigma}^2_{l,\alpha} \) uses all directions displayed in this figure.

\[
\hat{\tau}^2_{l,\alpha} = \frac{1}{4} \frac{1}{(n_1 - 2l)(n_2 - 2l)} \left( \sum_{i=l+1}^{n_1-l} \sum_{j=l+1}^{n_2-l} \sum_{r,s=-1}^{\alpha_k Y_{i+kr,j+ks}} \right)^2
\]

where \( \alpha = (\alpha_0, \ldots, \alpha_l) \) is an arbitrary difference sequence defined as in Section 2. Observe that \( \hat{\tau}^2_{l,\alpha} \) is constructed with local residuals where either \( r = 0 \) or \( s = 0 \) in contrast to \( \hat{\sigma}^2_{l,\alpha} \) in (2.9) where also residuals on the “diagonals,” such as \( (r, s) = (1, 1) \) are involved. The difference between \( \hat{\tau}^2_{l,\alpha} \) and \( \hat{\sigma}^2_{l,\alpha} \) is illustrated in Fig. 1.

A straightforward calculation following the lines of the proof of Theorem 2.1 shows that in the case of \( \sigma^2(\cdot) \equiv \sigma^2 \) the estimator \( \hat{\sigma}^2_{l,\alpha} \) is more efficient than \( \hat{\tau}^2_{l,\alpha} \) (c.f. also the next theorem), however, in the heteroscedastic model (5.1) the “full” estimator \( \hat{\sigma}^2_{l,\alpha} \) cannot be utilized because of its too large bias. Note, that this does not depend on the particular choice of \( \alpha \) as long as residuals with \( r \neq 0 \) and \( s \neq 0 \) are encountered.

**Theorem 5.1.** Assume (2.3), model (5.1) and let \( g, \sigma^2 \in \text{Lip}_\gamma[0,1]^2, \gamma > \frac{1}{2} \). Then we have for any difference scheme \( (\alpha_0, \ldots, \alpha_l), l \geq 1 \), under \( H_0 \) that

\[
\sqrt{n_1 n_2} (\tilde{M}_{n_1-l,n_2-l} - r_{l,n_1,n_2} \hat{\tau}^2_{l,\alpha}) \overset{d}{\rightarrow} \mathcal{N}(0, \tau^2)
\]

as \( n_1, n_2 \to \infty \) where

\[
\tau^2 = 2 \sum_{r=1}^{l} \left( \sum_{k=0}^{l-r} \alpha_k \alpha_{k+r} \right)^2 \int_0^1 \int_0^1 \sigma^4(t_1, t_2) h_1(t_1) h_2(t_2) dt_1 dt_2
\]

and \( r_{l,n_1,n_2} = \frac{(n_1 - 2l - 1)(n_2 - 2l - 1)}{(n_1 - 2l)(n_2 - 2l)} \).

In order to provide a test as in Section 3 it remains to estimate

\[
(5.2) \quad \| \sigma^2 \| = \int_0^1 \int_0^1 \sigma^4(t_1, t_2) h_1(t_1) h_2(t_2) dt_1 dt_2
\]

in the asymptotic variance of Theorem 5.1.

**Lemma 5.1.** Assume that (2.3) holds and that \( \sigma^2, g \in \text{Lip}_\gamma[0,1]^2, \gamma > 0 \), then it follows for any estimator

\[
\| \sigma^2 \|_{l,\alpha,n}^2 = \frac{1}{8(n_1 - 3l - 1)(n_2 - 3l - 1)} \sum_{i=l+1}^{n_1-2l-1} \sum_{j=l+1}^{n_2-2l-1} \sum_{r=-1}^{1} \sum_{s=-1}^{1} \sum_{k=0}^{l-r} \alpha_k Y_{i+kr,j+ks}
\]
such that \( \alpha = (\alpha_0, \ldots, \alpha_l) \) is a difference sequence

\[
\|\sigma^2\|_{l, \alpha, n}^2 = \|\sigma^2\|^2 + O_p(n_1^{-\gamma}).
\]

The proof of Lemma 5.1 is straightforward taking into account that the functions \( g, \sigma^2 \) are Lipschitz continuous and that the random variables

\[
\sum_{k_1=0}^{l} \alpha_{k_1} Y_{i+k_1 r, j+k_1 s} \quad \text{and} \quad \sum_{k_2=0}^{l} \alpha_{k_2} Y_{i+k_2 r+l+1, j+k_2 s+l+1}
\]

are independent for any \( r, s \in \{-1, 0, 1\} \).

**Remark 5.1.** Comparing the limiting variance in Theorem 5.1 and in Theorem 2.2 shows that the “price” for a nonconstant variance is a loss in efficiency of 50\% because we have to use the “reduced” estimator \( \hat{\sigma}^2_{l, \alpha} \) instead of the “full” estimator \( \hat{\sigma}^2_{l, \alpha} \). This does not say that there is no way to estimate \( M^2 \) in the heteroscedastic case as efficient as in the homoscedastic case (just use \( \hat{\sigma}^2_{l, \alpha} \) instead of \( \hat{\sigma}^2_{l, \alpha} \)), it rather tells us that we have to take into account a loss in the accuracy of the normal approximation.

**Remark 5.2.** For the general case \( d \geq 3 \) define

\[
\tilde{M}^2_{n_1-l, \ldots, n_d-l} = \frac{1}{\prod_{j=1}^{d} (n_j - 2l)} \sum_{i_1=l+1}^{n_1-l} \cdots \sum_{i_d=l+1}^{n_d-l} \left\{ Y_{i_1, \ldots, i_d} - \sum_{i=1}^{d} \tilde{j} \dot{Y} + (d-1) \dot{Y} \right\}^2
\]

where \( j \dot{Y} \) and \( \dot{Y} \) are analogously defined as in (4.2) and (4.3), i.e.

\[
j \dot{Y} = \frac{1}{\prod_{j \neq i} (n_i - 2l)} \sum_{i_1=l+1}^{n_1-l} \cdots \sum_{i_d=l+1}^{n_d-l} \sum_{j \neq i} Y_{i_1, \ldots, i_d}
\]

\[
\dot{Y} = \frac{1}{\prod_{j=1}^{d} (n_j - 2l)} \sum_{i_1=l+1}^{n_1-l} \cdots \sum_{i_d=l+1}^{n_d-l} Y_{i_1, \ldots, i_d}.
\]

Let

\[
\hat{\sigma}^2_{l, \alpha, d} = (2d)^{-1} \frac{1}{\prod_{j=1}^{d} (n_j - 2l)} \sum_{i_1=l+1}^{n_1-l} \cdots \sum_{i_d=l+1}^{n_d-l} \sum_{r_1=-1}^{1} \cdots \sum_{r_d=-1}^{1} \text{exactly } d-1 \text{ of the indices } r_1, \ldots, r_d \text{ are } 0
\]

\[
\cdot \left\{ \sum_{k=0}^{l} \alpha_k Y_{i_1 + kr_1, \ldots, i_d + kr_d} \right\}^2
\]
Then a careful inspection of the proof of Theorem 5.1 shows that for \( g \in \text{Lip}_\gamma[0,1]^d \),

\[
E[\hat{\tau}_{l,\alpha,d}^2] = \frac{1}{\prod_{j=1}^{d} (n_j - 2l)} \Sigma_{n_1-l, \ldots, n_d-l} + O(n^{-2\gamma/d})
\]

and under \( H_0 \)

\[
E[\tilde{M}_{n_1-l, \ldots, n_d-l}^2] = \frac{r_l, n_1, \ldots, n_d}{\prod_{j=1}^{d} (n_j - 2l)} \Sigma_{n_1-l, \ldots, n_d-l}
\]

where

\[
r_l, n_1, \ldots, n_d = 1 - \sum_{j=1}^{d} \prod_{i \neq j} \frac{1}{n_i - 2l} + (d - 1) \prod_{j=1}^{d} \frac{1}{n_j - 2l}
\]

and

\[
\Sigma_{n_1-l, \ldots, n_d-l} = \sum_{i_l = l+1}^{n_1-l} \cdots \sum_{i_d = l+1}^{n_d-l} \sigma^2(t_{1i_1}, \ldots, t_{di_d})
\]

(see the proof of Theorem 5.1). Hence the bias of \( \hat{\tau}_{l,\alpha,d}^2 \) turns out to be crucial for the validity of a limit law as in Theorem 5.1 and a bias correction by the polynomial weighting scheme \( \alpha^* \) becomes necessary in the case \( d \geq 4 \).

**Theorem 5.2.** Assume (2.3), the model (5.2) and assume that \( H_0 \) holds.

1. Let \( d = 3 \). Then we have for \( \sigma^2, g \in \text{Lip}_\gamma[0,1]^3 \), \( \gamma > \frac{3}{4} \) that the limit law

\[
\sqrt{n_1n_2n_3}(\tilde{M}_{n_1-l, n_2-l, n_3-l} - r_l, n_1, n_2, n_3 \hat{\tau}_{l,\alpha,3}^2) \overset{D}{\to} N(0, \tau^2_3)
\]

holds for any difference scheme \( \alpha \), where the limiting variance is given as \( \tau^2_3 = \frac{13}{3} \tau^2 \).

2. Let \( d \geq 4 \). Then we have for \( \sigma^2, g \in C^k[0,1]^d \) and for any polynomial scheme \( \alpha^*_c \) of the form (3.3), such that \( l \wedge k > \frac{d}{4} \)

\[
(5.3) \quad \sqrt{n_1 \cdots n_d}(\tilde{M}_{n_1-l, \ldots, n_d-l} - r_l, n_1, \ldots, n_d \hat{\tau}_{l,\alpha,d}^2) \overset{D}{\to} N(0, \tau^2_d)
\]

where

\[
\tau^2_d = \frac{2}{d} \left\{ \left( \frac{2l}{l} \right)^{-2} \left( \frac{4l}{2l} \right) - 1 \right\} \int_0^1 \cdots \int_0^1 \sigma^4(t_1, \ldots, t_d)h_1(t_1) \cdots h_1(t_d) dt_1 \cdots dt_d.
\]

**Remark 5.3.** If we compare the limiting variance \( \tau^2_d \) with that in the case of constant variance in Theorem 4.1 we find that the asymptotic relative efficiency is given as \( \text{ARE} = \frac{2^d}{3^d - 1} \).

6. Proofs

**Proof of Lemma 2.1.** By Fubini’s theorem \( M^2 \) can be obtained iteratively by minimizing at first the inner integral

\[
\int_0^1 [g(t_1, t_2) - g_1(t_1) - g_2(t_2)]^2 h_1(t_1) dt_1
\]
with respect to \( g_2 \). This gives

\[
(6.1) \quad g^*_2(t_2) = \int_0^1 g(t_1, t_2) h_1(t_1) \, dt_1 - \int_0^1 g_1(t_1) h_1(t_1) \, dt_1.
\]

In a second step we minimize

\[
\int_0^1 \left[ g(t_1, t_2) - g_1(t_1) - g^*_2(t_2) \right]^2 h_2(t_2) \, dt_2
\]

with respect to \( g_1 \). Noting that this optimization is invariant with respect to shifts of \( g_1 \) we obtain

\[
g^*_1(t_1) = \int_0^1 g(t_1, t_2) h_2(t_2) \, dt_2 - \int_{[0,1]^2} g(t) h(t) \, dt.
\]

A straightforward calculation now gives the required representation of \( M^2 \). The remaining part of the lemma is obvious and left to the reader. \( \square \)

**Proof of Lemma 2.2.** Let \( I_k \in \mathbb{R}^{k \times k} \) denote the \( k \times k \) unit matrix and \( J_k \in \mathbb{R}^{k \times k} \) a matrix with all elements equal 1, define

\[
(6.2) \quad P = I_{n_1} \otimes I_{n_2} - \frac{1}{n_1} J_{n_1} \otimes I_{n_2} - \frac{1}{n_2} I_{n_1} \otimes J_{n_2} + \frac{1}{n_1 n_2} J_{n_1} \otimes J_{n_2}
\]

and \( g_{ij} = g(t_{1i}, t_{2j}) ; i = 1, \ldots, n_1; j = 1, \ldots, n_2 \). With these notations we have \( \hat{M}^2 = \frac{1}{n_1 n_2} Y^T P Y \) where \( Y = (Y_{11}, Y_{12}, \ldots, Y_{n_1 n_2})^T \in \mathbb{R}^{n_1 n_2} \) denotes the vector of all responses. Obviously \( P \) is a projection of rank \((n_1 - 1)(n_2 - 1)\) and well known results about moments of quadratic forms (see Whittle (1960, 1964)) show

\[
(6.3) \quad E[\hat{M}^2] = \frac{(n_1 - 1)(n_2 - 1)}{n_1 n_2} \sigma^2 + \frac{1}{n_1 n_2} \sum_{i=1}^{n_1} \sum_{j=1}^{n_2} g_{ij}^2 - \frac{1}{n_1^2 n_2} \sum_{j=1}^{n_2} \left( \sum_{i=1}^{n_1} g_{ij} \right)^2
\]

\[
- \frac{1}{n_1 n_2^2} \sum_{i=1}^{n_1} \left( \sum_{j=1}^{n_2} g_{ij} \right)^2 + \left( \frac{1}{n_1 n_2} \sum_{i=1}^{n_1} \sum_{j=1}^{n_2} g_{ij} \right)^2,
\]

\[
\text{Var}[\hat{M}^2] = O \left( \frac{1}{n_1 n_2} \right).
\]

In order to show the second assertion of Lemma 2.2 we now prove that the four sums on the right hand side of (6.3) approximate the corresponding integrals on the right hand side of (2.6). For the first term we estimate as follows

\[
(6.4) \quad \left| \int_{[0,1]^2} g^2(t) h(t) \, dt - \frac{1}{n_1 n_2} \sum_{i=1}^{n_1} \sum_{j=1}^{n_2} g_{ij}^2 \right| \leq W_1 + W_2
\]

where

\[
W_1 = \sum_{i=2}^{n_1} \sum_{j=2}^{n_2} \left( \int_{t_1,i-1}^{t_1,i} \int_{t_2,j-1}^{t_2,j} \left| g^2(t_1, t_2) h(t_1, t_2) - g^2(t_1,i, t_2,j) h(t_1,i, t_2,j) \right| \, dt_1 dt_2 \right)
\]

and
\[
W_2 = \sum_{i=2}^{n_1} \sum_{j=2}^{n_2} |g^2(t_{1i}, t_{2j})| |(t_{1i} - t_{1,i-1})(t_{2j} - t_{2,j-1})h(t_{1i}, t_{2j}) - \frac{1}{n_1 n_2}|.
\]

From the Lipschitz continuity of \(g\) and \(h\) we obtain for the first term \(W_1 = O(n_1^{-\gamma})\). For the second term in (6.4) we note that \(g\) is bounded and that by (2.3) for some \(\xi_{ki} \in (t_{k,i-1}, t_{ki})\)

\[
|t_{ki} - t_{k,i-1})h_k(t_{ki}) - \frac{1}{n_k}| = |t_{ki} - t_{k,i-1})h(t_{ki}) - h(\xi_{ki})| = O\left(\frac{1}{n_k^{1+\gamma}}\right), \quad k = 1, 2
\]
(here the last equality follows from the Lipschitz continuity of \(h\)). A straightforward calculation shows \(W_2 = O(n_1^{-\gamma})\), which gives

\[
\left| \int_{[0,1]^2} g^2(t)h(t)dt - \frac{1}{n_1 n_2} \sum_{i=1}^{n_1} \sum_{j=1}^{n_2} g_{ij}^2 \right| = O(n_1^{-\gamma}).
\]

The other terms in (6.3) can be treated exactly in the same way which proves the second assertion. For the third part we note that a straightforward calculation yields under the hypothesis of additivity

\[(6.5) \sum_{i=1}^{n_1} \sum_{j=1}^{n_2} g_{ij}^2 - \frac{1}{n_1} \sum_{j=1}^{n_2} \left( \sum_{i=1}^{n_1} g_{ij} \right)^2 - \frac{1}{n_2} \sum_{i=1}^{n_1} \left( \sum_{j=1}^{n_2} g_{ij} \right)^2 + \frac{1}{n_1 n_2} \left( \sum_{i=1}^{n_1} \sum_{j=1}^{n_2} g_{ij} \right)^2 = 0. \quad \square\]

**Proof of Theorem 2.1.** We first investigate the quadratic form corresponding to the variance estimator in (2.9). To this end let

\[
Q_0^{(n_j)} = \begin{pmatrix}
0 & 1 & \cdots & 1 \\
1 & 0 & \cdots & 0 \\
\vdots & \ddots & \ddots & \vdots \\
0 & \cdots & 0 & 1
\end{pmatrix} \in \mathbb{R}^{n_j \times n_j}
\]

\[
Q_r^{(n_j)} = \begin{pmatrix}
0 & 1 & \cdots & 1 & 0 & \cdots & 0 & 1 \\
1 & 0 & \cdots & 0 & 1 & \cdots & \cdots & \cdots \\
\vdots & \ddots & \ddots & \ddots & \ddots & \ddots & \ddots & \ddots \\
1 & 0 & \cdots & 0 & 1 & \cdots & \cdots & 0 & 1 \\
l+1 & l+1 & l+1 & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots
\end{pmatrix} \begin{pmatrix}
l+1 & n_j - l + r
\end{pmatrix}
\in \mathbb{R}^{n_j \times n_j}
\]
(\(r = 1, \ldots, l\)) (all other elements in this matrix are 0), define \(\beta_0 = \sum_{k=0}^{l} \alpha_k^2 = 1\), \(\beta_r = 2\sum_{k=0}^{l-r} \alpha_k \alpha_{k+r}\) \((r = 1, \ldots, l)\) and

\[
Q = \beta_0 Q_0 + \frac{1}{8} \sum_{r=1}^{l} \beta_r Q_r
\]

where

\[
Q_0 = Q_0^{(n_1)} \otimes Q_0^{(n_2)}
\]
\[
Q_r = Q_r^{(n_1)} \otimes Q_r^{(n_2)} - Q_0^{(n_1)} \otimes Q_0^{(n_2)} \quad (r = 1, \ldots, l)
\]

(here \(A \otimes B\) denotes the Kronecker product of \(A\) and \(B\)). Recall the definition of \(\hat{\sigma}_{l,\alpha}^2\) in (2.9) and introduce

\[
\hat{\sigma}_{l,\alpha}^2 = \frac{1}{(n_1-2l)(n_2-2l)} Y^T Q Y,
\]

then a careful inspection shows that the number of different elements in the quadratic forms corresponding to \(\hat{\sigma}_{l,\alpha}^2\) and \(\hat{\sigma}_{l,\alpha}^2\) is \(O(n_1)\) and a straightforward calculation gives

\[
n_1 n_2 \text{Var}(\hat{\sigma}_{l,\alpha}^2 - \hat{\sigma}_{l,\alpha}^2) = o(1).
\]

Throughout this section define

\[
\hat{N}_{l,\alpha}^2 = \frac{1}{(n_1-2l)(n_2-2l)} Y^T (P - Q) Y
\]

where \(P\) and \(Q\) are given by (6.2) and (6.6), respectively. It now follows from (6.10) that it is sufficient to prove the assertion for \(\hat{N}_{l,\alpha}^2\), i.e.

\[
\lim_{n_1, n_2 \to \infty} n_1 n_2 \text{Var}(\hat{M}_{l,\alpha}^2) = \lim_{n_1, n_2 \to \infty} n_1 n_2 \text{Var}(\hat{N}_{l,\alpha}^2) = \mu^2.
\]

To this end define \(g = (g_{11}, \ldots, g_{1n_2}, \ldots, g_{n_11}, \ldots, g_{n_1n_2})^T\) and \(\bar{Y} = Y - g\), then it follows from equation (6.5) that under the hypothesis of additivity

\[
g^T P g = \|Pg\|_2^2 = 0,
\]

which shows

\[
n_1 n_2 \text{Var}(\hat{N}_{l,\alpha}^2) = \frac{1}{(n_1-2l)(n_2-2l)} \text{Var}[\bar{Y}^T (P - Q) \bar{Y} - 2g^T Q \bar{Y}] + o(1).
\]

For the second term in this variance we have

\[
\frac{1}{n_1 n_2} \text{Var}(g^T Q \bar{Y}) = \frac{1}{n_1 n_2} \text{Var} \left[ \sum_{i=l+1}^{n_1-l} \sum_{j=l+1}^{n_2-l} \sum_{r=-1}^{1} \sum_{s=-1}^{1} \left( \sum_{k=0}^{l} \alpha_k g_{i+r, j+s+k} \right) \right.
\]
\[
\times \left( \sum_{k=0}^{l} \alpha_k \bar{Y}_{i+r, j+s+k} \right) + o(1)
\]
where $\tilde{Y}_{ij} = Y_{ij} - g_{ij}$ ($i = 1, \ldots, n_1; j = 1, \ldots, n_2$). From the Hölder continuity of $g$, the definition of a difference sequence and from (2.3) we obtain

$$\sum_{k=0}^{l} \alpha_k g_{i+r,k,j+sk} = O(n_1^{-\gamma})$$

which shows

$$\frac{1}{n_1 n_2} \text{Var}(g^T Q \tilde{Y}) = O(n_1^{-2\gamma}).$$

Consequently it follows from (6.13) and formula (16) in Whittle (1964)

$$\lim_{n_1, n_2 \to \infty} n_1 n_2 \text{Var}(\tilde{N}_{l,\alpha}^2) = \lim_{n_1, n_2 \to \infty} \frac{1}{n_1 n_2} (\tilde{Y}^T (P - Q) \tilde{Y})$$

$$= \frac{\sigma^4}{4} \sum_{r=1}^{l} \beta_r^2 = \frac{\sigma^4}{4} \sum_{r=1}^{l} \left( \sum_{k=0}^{l-r} \alpha_k \alpha_{k+r} \right)^2 = \mu^2$$

which proves (6.12) and the assertion of Theorem 2.1. □

**Proof of Theorem 2.2.** Let $\tilde{Y}$ denote the vector of centered random variables $Y_{ij} - g_{ij}$ and define

$$\frac{1}{(n_1 - 2l)(n_2 - 2l)} R$$

as the matrix corresponding to the quadratic form of the variance estimator $\hat{\sigma}_{l,\alpha}^2$ defined in (2.9). With these notations we have (note that $g^T P g = 0$, by (6.5))

$$\hat{M}_{l,\alpha}^2 = \tilde{Y}^T \left( \frac{1}{n_1 n_2} P - \frac{r_{n_1, n_2}}{(n_1 - 2l)(n_2 - 2l)} R \right) \tilde{Y} + 2\tilde{Y}^T$$

$$\cdot \left( \frac{1}{n_1 n_2} P - \frac{r_{n_1, n_2}}{(n_1 - 2l)(n_2 - 2l)} R \right) g$$

$$+ \frac{r_{n_1, n_2}}{(n_1 - 2l)(n_2 - 2l)} g^T R g + o_p \left( \frac{1}{\sqrt{n_1 n_2}} \right).$$

The third term in this sum can be shown to be of order $O(n_1^{-2\gamma})$, by the Hölder continuity of the regression function $g$. The expectation of the second term vanishes while its variance is of order $O(n_1^{-2-2\gamma})$ (which follows by similar arguments as given at the end of the proof of Theorem 2.1). Consequently, we have

$$\hat{M}_{l,\alpha}^2 = \tilde{Y}^T \left( \frac{1}{n_1 n_2} P - \frac{r_{n_1, n_2}}{(n_1 - 2l)(n_2 - 2l)} R \right) \tilde{Y} + o_p \left( \frac{1}{\sqrt{n_1 n_2}} \right)$$

and it is sufficient to prove the assertion for the centered random variables $\tilde{Y}_{ij}$. Throughout this proof define a matrix $\tilde{R}$ as follows. We change the diagonal elements of $R$ such that the resulting matrix

$$\frac{1}{n_1 n_2} P - \frac{r_{n_1, n_2}}{(n_1 - 2l)(n_2 - 2l)} \tilde{R}$$

has vanishing diagonal elements (all other elements of $R$ remain unchanged). Let
\[
\hat{\kappa}_{t,\alpha}^2 = \frac{1}{(n_1 - 2l)(n_2 - 2l)} \tilde{Y}^T \tilde{R} \tilde{Y}
\]
denote the corresponding quadratic form and
\[
\hat{A}_{t,\alpha}^2 = \tilde{M}^2 - r_{n_1,n_2} \hat{\kappa}_{t,\alpha}^2 = \tilde{Y}^T \left( \frac{1}{n_1n_2} P - \frac{r_{n_1,n_2}}{(n_1 - 2l)(n_2 - 2l)} \tilde{R} \right) \tilde{Y}
\]
\[
\hat{B}_{t,\alpha}^2 = r_{n_1,n_2} (\hat{\kappa}_{t,\alpha}^2 - \hat{\sigma}_{t,\alpha}^2),
\]
where $\tilde{M}^2$ is defined in (2.7). We have $\hat{M}_{t,\alpha}^2 = \hat{A}_{t,\alpha}^2 + \hat{B}_{t,\alpha}^2$, $E[\hat{M}_{t,\alpha}^2] = 0$ (because $E[\tilde{Y}] = 0$ implies $E[\tilde{M}^2] = r_{n_1,n_2} \sigma^2$; $E[\hat{\sigma}_{t,\alpha}^2] = \sigma^2$) and $E[\hat{A}_{t,\alpha}^2] = 0$, because, by definition of $\hat{\kappa}_{t,\alpha}^2$, the matrix corresponding to the quadratic form $\hat{A}_{t,\alpha}^2$ has vanishing diagonal elements and the $\tilde{Y}_{ij}$ are centered random variables. This implies $E[\hat{B}_{t,\alpha}^2] = 0$ and it follows from a straightforward calculation that
\[
\begin{align*}
\text{Var}(\hat{B}_{t,\alpha}^2) &= o((n_1n_2)^{-1}) \\
\hat{B}_{t,\alpha}^2 &= r_{n_1,n_2} (\hat{\kappa}_{t,\alpha}^2 - \hat{\sigma}_{t,\alpha}^2) \\
&= o_p((n_1n_2)^{-1/2}) \\
\hat{M}_{t,\alpha}^2 - \hat{A}_{t,\alpha}^2 &= o_p((n_1n_2)^{-1/2}).
\end{align*}
\]
(6.14)

The first assertion is needed for the proof of the second one and follows from the fact that among the $n_1n_2$ diagonal elements of the matrix $R - \tilde{R}$ there are at most $O(n_1)$ elements which do not converge to zero. Consequently it is sufficient to prove the assertion of the theorem for $\hat{A}_{t,\alpha}^2$, i.e.
\[
\sqrt{n_1n_2} \hat{A}_{t,\alpha}^2 \overset{D}{\rightarrow} \mathcal{N}(0, \mu^2).
\]
(6.15)

To this end define
\[
W = \sqrt{n_1n_2} \left( \frac{1}{n_1n_2} P - \frac{r_{n_1,n_2}}{(n_1 - 2l)(n_2 - 2l)} \tilde{R} \right),
\]
where $P$ is given by (6.2) and $\tilde{R}$ is defined at the beginning of this proof, and consider the quadratic form
\[
\hat{W}_{n_1,n_2} = \tilde{Y}^T W \tilde{Y} = \sqrt{n_1n_2} \hat{A}_{t,\alpha}^2.
\]
(6.16)

We will prove asymptotic normality of $\hat{W}_{n_1,n_2}$ by an application of Theorem 5.2 in de Jong (1987). To this end we show that the assumption (1)–(3) of this theorem are satisfied.

A similar argument as in the proof of Theorem 2.1 shows $\text{Var}(\hat{W}_{n_1,n_2} - \sqrt{n_1n_2} \hat{M}_{t,\alpha}^2) = o(1)$ and by Theorem 2.1 we have for $n_1, n_2 \rightarrow \infty$, $n_1/n_2 \rightarrow \lambda \in (0, \infty)$
\[
\sigma^2(n_1, n_2) := \text{Var}(\hat{W}_{n_1,n_2}) \rightarrow \mu^2
\]
where $\mu^2$ is defined by (2.10). The elements of the matrix $W = (w_{ij})_{i,j=1,...,n_1n_2}$ can easily be shown to satisfy for sufficiently large $n_1, n_2$
\[
\sum_{j=1}^{n_1n_2} w_{ij}^2 \leq \frac{c_1}{(n_1n_2)^3} \left\{ (n_1 - 1)^2n_2 + (n_2 - 1)^2n_1 + (n_1 - 1)(n_2 - 1) \right\} + \frac{c_2}{n_1n_2}
\]
\[
= O((n_1n_2)^{-1})
\]
(6.17)
where the constants $c_1, c_2$ do not depend on $n_1, n_2$. Here the first term on the right hand side of (6.17) corresponds to the matrix $P$ and the second to the matrix $\tilde{R}$. For this reason condition (1) in de Jong's (1987) Theorem 5.2 is satisfied for any sequence $K(n_1, n_2)$ of real numbers which converges to infinity such that $K(n_1, n_2) = o((n_1n_2)^{1/4})$. Since $\tilde{Y}_{ij}^2$ are i.i.d. and integrable condition (2) also holds for these sequences. For the remaining condition in de Jong's Theorem 5.2 we need to estimate the eigenvalues of $W$. To this end we note that it follows by similar arguments as in (6.17) for sufficiently large $n_1, n_2$

(6.18) \[
\sum_{j=1}^{n_1n_2} |w_{ij}| \leq \frac{c_3}{\sqrt{n_1n_2}}.
\]

By Gerschgorin's theorem we therefore obtain that the eigenvalues $\mu_i$ $(i = 1, \ldots, n_1n_2)$ of the matrix $W$ are bounded by $c_3/\sqrt{n_1n_2}$ for sufficiently large $n_1, n_2$ (note that the diagonal elements of $W$ are 0). Consequently assumption (3) of Theorem 5.2 in de Jong (1987) is also satisfied and this theorem shows $[n_1, n_2 \rightarrow \infty, n_1/n_2 \rightarrow \lambda \in (0, \infty)]$

(6.19) \[
\tilde{W}_{n_1, n_2} = \tilde{Y}^ TW\tilde{Y} = \sqrt{n_1n_2} \tilde{A}_{i,\alpha}^2 \rightarrow D N(0, \mu^2)
\]

which proves the assertion for the centered random variables $\tilde{Y}_{ij} = Y_{ij} - g_{ij}$. The general statement (6.15) follows by the discussion at the beginning of this proof. $\square$

**PROOF OF THEOREM 5.1.** A similar calculation as in the proof of Lemma 2.2 gives under $H_0$ that

\[
E[\tilde{M}_{n_1-l, n_2-l}^2] = \frac{\tau_{l, n_1, n_2}}{(n_1 - 2l)(n_2 - 2l)} \sum_{i=1}^{n_1-l} \sum_{j=1}^{n_2-l} \sigma^2(t_{1i}, t_{2j}).
\]

Furthermore,

(6.20) \[
E[\tilde{\tau}_{l, \alpha}^2] = \frac{1}{4(n_1 - 2l)(n_2 - 2l)} \sum_{r,s=-1}^{1} \sum_{r=0, \forall s=0}^{1} \sum_{k=0}^{l} \alpha_k^2 \sigma^2_{t_i, k + r, j + ks}
\]

\[
+ \frac{1}{4(n_1 - 2l)(n_2 - 2l)} \sum_{i=1}^{n_1-l} \sum_{j=1}^{n_2-l} \left\{ \sum_{k=0}^{l} \alpha_k g_{i, k + r, j + ks} \right\}^2
\]

where $g_{ij} = g(t_{1i}, t_{2j})$, $(i = 1, \ldots, n_1; j = 1, \ldots, n_2)$ and the second term vanishes at a rate $o((n_1n_2)^{-1/2})$. The first summand on the right hand side of (6.20) is rewritten as

\[
\frac{1}{4(n_1 - 2l)(n_2 - 2l)} \sum_{k=0}^{l} \alpha_k^2 \sum_{i=1}^{n_1-l} \sum_{j=1}^{n_2-l} \left\{ \sum_{r,s=-1}^{1} \sigma^2_{t_i, j + ks} + \sum_{r=-1}^{1} \sigma^2_{t_i, k + r, j} \right\}
\]

\[
= \frac{1}{4(n_1 - 2l)(n_2 - 2l)} \left\{ 4\Sigma_{n_1-l, n_2-l} \sum_{k=0}^{l} \alpha_k^2 + O(n_1^{1-\gamma}) \right\}
\]

\[
= \frac{1}{(n_1 - 2l)(n_2 - 2l)} \Sigma_{n_1-l, n_2-l} + O(n_1^{-(1+\gamma)}).
\]
Hence, it follows that
\[ E[\tilde{M}^2_{n_1-l,n_2-l} - \tau_{l,n_1,n_2} \tilde{L}_{l,\alpha}^2] = o((n_1n_2)^{-1/2}). \]

It is easy to see that
\[ \text{Var}[\tilde{M}^2_{n_1-l,n_2-l} - \tau_{l,n_1,n_2} \tilde{L}_{l,\alpha}^2] = O((n_1n_2)^{-1}) \]

and the asymptotic normality and the limiting variance are proved along the lines of the proof of Theorem 2.2. \(\Box\)
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