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Abstract. In the present investigation, a general set-up for inference from survey
data that covers the estimation of variance of estimators of totals and distribution
functions has been considered, using known higher order moments of auxiliary infor-
mation at the estimation stage. Several estimators of variance of estimators of totals
and distribution functions are shown to be the special cases of the proposed strategy.
An empirical study has also been given to show the performance of the proposed
estimators over the existing estimators in the literature.
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1. Introduction

In survey sampling, known auxiliary information is often used at the estimation
stage to increase the precision of the estimators of population variance. Das and Tripathi
(1978), Srivastava and Jhajj (1980), Isaki (1983) and Garcia and Cebrian (1996) have
considered the problem of estimation of finite population variance using known variance
of the auxiliary information. Wu (1982), Wolter (1985), Deng and Wu (1987) and Sirndal
(1982) have considered the problems of estimation of variance of ratio and regression
estimators of totals using known information of total of the auxiliary variable. Rao
(1994) reported that several estimators of a population distribution function have also
been proposed using auxiliary information at the estimation stage. Chaudhuri and Roy
(1997) have suggested optimal variance estimation techniques for generalized regression
predictor by assuming that population total of the auxiliary character is known. Singh et
al. (1998) have proposed a higher order calibration approach to estimate the variance of
the general linear regression estimator using known variance of the auxiliary information.

The main purpose of this paper is to provide a general set-up that can be used
to estimate the variance of estimators of totals or distribution functions using known
information about the second order moments of the auxiliary characteristic. The higher
order calibration approach proposed by Singh et al. (1998) is also a special case of the
proposed strategy.
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CALIBRATION IN SURVEY SAMPLING 405

2. General parameter: notations

Suppose a population €2 consists of N distinct units identified through the labels j =
1,2,...,N. A sample is a subset, s, of  and the associated y-values, i.e. {(%,¥:),¢ € s},
selected according to a specified sampling design which assigns a known probability p(s)
to s such that p(s) > 0 for all s € S, the set of possible samples s, and )~ .o p(s) = 1.
Following Rao (1994), we consider general parameters of interest:

(2.1) H,=> h(y;) and H,=N"'H,

JEQ
for a specified function h. The choice of h(y) = y gives the population total Hy =Y
and the population mean H =Y, while the choice h(y) = A(t — y) with A(a) = 1 when
a > 0 and A(a) = 0 otherwise gives the distribution function

(2.2) H =Fty=N"T1Y_"A(t-y,)
JEQ

for each t. Rao (1994) has suggested a general class of estimators of Hy, given by

(2.3) Hy =3 di(s)h(w:)
i€s

where the basic weights d;(s) can depend both on s and i(i € s) and satisfy the design
unbiasedness condition. The choice h(y) = y in (2.3) gives Godambe’s (1955) class of
estimators of total. If d;(s) = m;" then (2.3) reduces to Horvitz and Thompson (1952)
estimator of population total. If d;(s) = w} and h(y;) = I{y; < t), then (2.3) reduces to
the estimator F'(t) suggested by Silva and Skinner (1995). Rao (1979) has suggested an
estimator to estimate the variance of the estimator I:Iy, ie. V(ﬁy) as

(24) f/(ﬁy) = ZZdij(s)'wiwj(zi - 2j)2
1<j
i,jJES

where z; = h(y;)/w; and weights d;;(s) can depend both on s and (3, j) € s, and satisfy
the unbiasedness condition. It is remarkable that (2.4) depends on the condition theory
that H, equals H, where h(y;) « w;. The Yates and Grundy (1953) estimator of the
variance of Horvitz and Thompson (1952) estimator is a special case of (2.4} with w; = 7;
and d;;(s) = (mm; — mi;)/(mijm;w;) for any fixed sample size, n, design. In fact, Rao
(1994) has suggested an extension of the calibration approach proposed by Deville and
Sérndal (1992) to estimate any kind of central tendency parameter of the study variable
using known central tendency parameter of the auxiliary character. Under the super
population model, defined as

(2.5) yi =Bzi+e

where 3 is an unknown constant, ¢;’s are independently distributed random variables
with means En,(¢;) = 0 and variance V;,(e;) = o2. If this model is tenable, then the
well- known GREG predictor for estimating population total ¥ is

(2.6) tg=2%+B(X—Z%)

i€s i€8
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Sérndal (1982) suggested two estimators to estimate the variance of the estimator t, as

i (Tl'iﬂ'j—ﬂ'ij) €; ej 2
(2.7) V=YY )

1<j
i,JEs
and )
~ T — Tis isCi 3is€;
29) = Y3 () (90 gt
i<j ij i i
i,jJES

where e; = y; — z;, gis = 1+ (X = ies %)SQ—% and Q; is an assignable constant.
One can easily see that the estimators of variance at (2.7) and (2.8) are of the form (2.4).
The estimators of variance proposed by Rao and Vijayan (1977) and Sirndal (1996) can
also be shown as the special cases of the estimator given at (2.4).

The next section has been devoted to develop a new estimator of the variance of the
estimator ﬁy, using known second order moment of the estimator of auxiliary character

H,.
3. Regression type estimator

We propose an estimator of variance of Hy as

(3.1) V.(H,) = Zzwij(s)wiwj(zi — 2;)?

where 9;;(s) are the modified weights and are as close as possible in an average sense
for a given measure to the d;;(s) with respect to the calibration equation:

(3.2) Z Z Yij (s)wiw; (g — ¢;)* = V(Hy)
i<y
1,JES
where g, = 2 and V(H.) = . wila — a.)2 Q) = (Fimi=7i;)
g ==+ and V(H;) = Z.Zd” (Qwiw;(g; — g;)* for d;;(Q) = o denote
i,lgzjﬂ
the known second order moment of the estimator, H, = 2 ics di(8)R(z:), of the auxiliary
parameter H,. To compute the right hand side of (3.2), we need either information on
every unit of auxiliary character in the population or V(I:Im) known from a past survey or
pilot survey. An example of a situation where information on every unit of the auxiliary
character is known is establishment turnover recorded from census or administrative
records. For example, Das and Tripathi (1978), Srivastava and Jhajj (1980, 1981),
Garcia and Cebrian (1996), Shah and Patel (1996) and Mahajan and Singh (1996) have
used known second order moments of the auxiliary variable at the estimation stage.
Fuller (1970) has also given an idea to adjust the weights d;;(s) in the usual Yates and
Grundy (1953) estimator of variance.
For simplicity we restrict ourselves to the two dimensional Chi-Square type distance
D between two lower triangular n x n grids formed by the weights v;;(s) and d;;(s) for
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1,5 =1,2,...,n defined as
[9i5(s) — diz(s)]?
(33) 2,2 dij(5)Qis

i<j
1,jE€s

In most of the situations @;; = 1 but other types of weights can also be used. We
will show that the ratio type estimator is a special case for a particular choice of Q;;.
Minimization of (3.3) subject to (3.2) leads to the modified optimal weights given by

() — wiw;di;(s)Qij (g — ¢5)°
(3.4) Yij(s) = dij(s) + Y WPty (5)Qu @ - 4

1<J
1,jES

V(Hz) =YY dis(s)wiws(a: — 4)? | -
1<j
i,j€s

On substituting the value of %;;(s) from (3.4) in (3.1), we get a regression type estimator
to estimate the variance of H,, given by

(3.5) Vo(H,) = V(H,) + BV (H,) - V(Ha)]

where

> Y wiwidij(8)Qij(ai — ¢5) (2 — 2)?

<
B = 22 and
Z<Z wiwidi;(s)Qij(a — ¢;)*
i:jé?s
Vo(Hy) =D dij(s)wiw;(g: — ¢5)°
i<
i,JEs

have their usual meanings. The leading term of the mean squared error of the proposed
regression type estimator (3.5) is given by

(36)  MSE[V,(H,)] = VIV(#,)] + BVV (i) - 2B Cov[V (H,), V(H.)]

where
Z(Z wiwidi; (D)Qij (¢ — 3;)% (2 — 25)?
.z‘ J
37)  B=X2
3.7 E<E wiwidi; (N)Qij(ai — ¢;)*
i,jeJQ
and

(38)  Cov[V(H,),V(H)]
=222 2 (W) (miger — migmaa) (gi — 45)* (2 — 2)°

i<j<k<l
1,5,k 1€



408 SARJINDER SINGH

where ;5 denotes the probability of including four units in the sample i.e. mym =
pr(i,j,k &1 € s). Note that m;jx; = mijk, when ¢ =l or j =1 or k = [ etc. Expression
(3 6) shows that the proposed estimator Vs (H ) is better than the conventional estimator

V(H,) if B < 2Cov[V(H,), V(H,)]/V[V(H,)] which holds in most of the practical
situations. The proposed estimator is consistent because the ratio of modified weights
to design weights [i.e. %] converges in design probability to unity. This condition is
analogue of the condition given by Sédrndal et al. (1989) for one dimensional strategy.
If we choose Q;; = (g — gj) %wy le_ ! then the estimator (3.5) reduces to ratio type
estimator given by

(39) V() = V(i1,) “fgi

Remark 3.1. The proposed method provides an estimator for V(I:Iy) where ﬁy
is a linear and homogeneous estimator for H,. It is most important to note that the
General Linear Regression Estimator (GREG) is not a homogeneous estimator. Thus
it is evident that the method can be applied to estimate not only V(H,) but also any
variance of an H,, estimator (even if it is not homogeneous) as long as it is of the form

(3.10) V=3 dij(Quw; (ﬁ - 6—3>2

i ™
i<j i J

with e; = f(y;, z;) and therefore the formula IA/;,(}A"G REG) given at (5.5) can be deduced
as a particular case. The author wish to thank a referee for prompting this observation.

4. Estimation of MSE[V,(H,)]
An estimator of the MSE of the proposed regression estimator (3.5) is suggested as
41)  MSEWV,(H,)] = V[V(H,)] + BVV(H,)] - 2BCov[V (f,), V(H,)]

where

> Zw2w2dm (S)sz (@ — ) (7 — Zj)2

1<J
(4.2) B =2

E<E w2w2dm (8)Qij(q: — ;)4
i<j
7.763

and
(4.3) 6<Tv[ff(ﬂ ), V(IL)]

= Z Z Z Zdu 8)dyi(s) Mlﬂ,—::ﬂrkl)( zj)Z(Qi - Qj)2
ij

1<j<k<!
i,5,k,les

is an unbiased estimator of variance-covariance terms defined earlier.
5. Particular cases

We will like to show many types of estimation strategies available in the literature
can be derived from the general estimator V,(H,).
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5.1 FEstimation of finite population variance

Case 1. If d,;j(s) = (7Ti7Tj _Wij)/(ﬂ'ijﬂi"rj)a w; = m, M; = 7Tj = N’ 7I'LJ = %%
and @;; = 1 then, under Simple Random Sampling and Without Replacement (SR-
SWOR) design, (3.5) becomes

A N2(1 - R
(5.1) Vs(Ysrswor) = %[53 +b(S2 — 52)]
where, s2 = -2—1;(711—_1722;1 > i=1(¥i — y;)? is an unbiased estimator of S = (N -

DN (i-V)?2with? = N“1N ;82 = TatnT) Lot 2oy (@i — ;)% is an un-
biased estimator of S2 = (N—1)"1 2N (¢, - X)2 with X = N @, b= fiaz/fi0s,
where

fins = N“‘”ZZ(% v @i — 7, and

n4(n i=1 j=1
. N1 -
Hoa = n4((n - lf) ;le(ml - 1"3)4

and f = X is the finite population correction (fpc) factor in the SRSWOR design.

The ratio Vs(Ysrswor)/{N 2(1—;-£)} is a regression type estimator of finite population
variance S2 as proposed by Isaki (1983).

Case 2. Under SRSWOR, the ratio V;.(H,)/{N 2(l—gi)} leads to the ratio type
estimator, s3 = s2(S52/s2), proposed by Isaki (1983).

5.2 Estimation of variance of estimators of total

Case 3. Hansen and Hurwitz (1943) estimator: If d;;(s) = (mim; — mi;) [ (mijmim;),
w; = m, m = nP;, m; =nPj, mi; = n{n — 1)P,P;, Qi; = 1 then estimator (3.5) reduces
to

(5.2) Vs(Yppswr) = V(Yar) + bV (Xun — V(Xun)]
where,
V(¥uu) = (L%
n2(n -1) P, P
1=1 j=1
V(Xun) = 2n2n—1)§§( ) P)
z 2
V(Xnn) = ZR: (ﬁ ~X) ', b=jmfios with

Hoa = n4(n— 1)
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have their usual meanings under probability proportional to size and with replacement
(PPSWR) sampling.

Thus (5.2) represent a regression type estimator of variance of the well known esti-
mator of population total proposed by Hansen and Hurwitz (1943). Then the estimator
v, (H,), reduces to the ratio type estimator, given by

(XHH)J

(5.3) V,(Yepswr) = V(¥un)
(Xnun)

Case 4. Ratio estimator: Under SRSWOR sampling design, the proposed strategy
reduces to an estimator of the variance of the ratio estimator, given by

(5.4) Vs (YRatio) = N2(1n_ = nil)Z ( ) <S2)

:l?

where e; = y; — (§/Z)x;. The estimator (5.4) makes additional use of known variance S2
of the auxiliary character than the class of estimators proposed by Deng and Wu (1987)
for g = 2.

Case 5. Regression estimator: The proposed strategy reduces to the estimator of
variance of the regression estimator of total under SRSWOR as

NY(1-)

D) Z + 9 (X = X) + Pa(X — X)? +1h3(S2 — s2)

(5.5) Vs(Yorea) =

where

b iNnn(n—l);;(e*‘ (e = ases),

e )2?—‘:;‘“‘ 1)’

and o A .
s = s fvgl ;(z 7 ;; {(zi (e —e)+ X _g)fx - *’”f)g}

The estimator (5.5) has been recently suggested by Singh et al. (1998).

5.3 Estimation of variance of estimators of distribution functions

A ratio type estimator to estimate the variance of the post stratification estimator
of distribution function defined by Silva and Skinner (1995) can easily be derived as the
special case of the proposed strategy as

(56) Vo) = Nt o 3 o) (o4

1.<J
1]65
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5 Sotrens i) (2 - 1)
4<j © “ s 5
1,JEQ

5y &t =) ”’J)(P__Ez)z
i<y i Ur 4

[ t.j€s i

where a; and b; are the arguments corresponding to study variable y and auxiliary
variable x as defined by Silva and Skinner (1995). Regression type estimator to estimate
the variance of the post- stratified estimator proposed by Silva and Skinner (1995) can
also be derived from the proposed general estimator Vs(H,).

6. Empirical study

In order to illustrate the performance of the proposed estimators of variance, we
have considered the case of simple ratio estimator of total given by

(6.1) Yratio = N§(X /2).

Following Rao (1994), an estimator to estimate the variance of the estimator YRatio CAD
easily be derived as

(6.2) Vi(VRatio) = N2(1 Z [ ]

whereas the proposed strategy reduces to the estimator of variance given by

(63) ‘72(?1*0“0):]:5: 1) Z { ] (52)

.’C
where e; = y; — (£) .

Finite populations. For the purpose of numerical illustration, we have taken a
population consisting of N = 20 units from Horvitz and Thompson (1952). The study
variable, y, is the number of households in i-th block and known auxiliary character, z,
is the eye estimated number of households in the i-th block. All possible samples of size

n = 5 were selected by SRSWOR, which results in (1: ) = 15504 samples. For the k-th

sample, the estimator f’Ratia [x at {6.1) was computed. Empirical mean squared error of
this estimator was computed as

~1 (%)
(64) MSE(YRatio) = (1’:) Z[}A/Ratio Ik —Y]2.
. k=1

For the k-th sample, the ratio type estimators of variance Vh(?Ratio) l&, b = 1,2, given
by (6.2) and (6.3) respectively, for estimating the variance of the ratio estimator were
also obtained. The bias in the h-th ratio type estimator of variance was computed as

L)
(65) B{Fi(Frasil} = () D Vi) e ~MSE(Firas)
k=1
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Table 1. Comparison of Va(Ygratio) with Vi(YRatio):

B[Vi(Yratic)] B[Va(YRatio)) RE  CCI[Vi(Yratio)] CCIVa(Yratio)]

n
5 —211.33 217.01 166.57 0.93 0.95
6 —141.92 102.00 115.06 0.91 0.92
7 —99.34 58.60 109.23 0.90 0.90

Table 2. Comparison of Vg(f’GREg) with Vl(f/GRE(;).

BVi(Yerec)l BIVe(Ygrec)] RE  CCIVi(Ygree) CCIVa(Yorge)

n

5 —328.49 —194.78 112.04 0.92 0.96
6 —223.92 —136.34 103.02 0.90 0.93
7 -157.88 —94.38 101.21 0.91 0.94

and mean squared error was computed as

- ) A
66 MSE(A(rao)} = (7 ) D Va6 ~MSE(Vraso)l.
k=1

The percent relative efficiency of Vg(YRatio) with respect to V; (?Rat,;o) was calculated as
(6.7) RE = MSE{Vi(YRatio)} x 100/M SE{V3(Yratio)}-

The coverage by 95% confidence intervals CCI [Vh(YRatio)] for h = 1,2 were calculated
for h-th ratio type estimator of variance by counting the number of times the true
population total, Y, falls between the limits defined as

(68) YRatiolk + tn—h—l(a) IA/h(?Ratio) lk-

These results were also obtained from all possible samples of size 6 and 7 and have
been presented in Table 1. At the second stage of calibration, we are making use of an
additional known parameter of the auxiliary character and hence loosing one degree of
freedom.

A similar process was _repeated for the regression estimator, YGREG lk= Y +
Criziy/ Y 22) (z - X), of total under a SRSWOR design. The biases, relative
efficiency and CCI were obtained by using h-th estimator of variance of the regression
estimator, Vh(YG rEG) |k for h = 1,2. The estimators Vh(YG REG) can easily be obtained
from (6.2) and (6.3), respectively, by changing e; as e; = y; — ﬁz, The results obtained
have been presented in Table 2. In addition, it was observed that for n = 5, 0.020%
estimates of variance obtained from the estimator V1 (YG rec) and 0.022% estimates ob-
tained from the estimator V2(YG REG) were negative. Similar results were observed for
more natural populations given by Sukhatme and Sukhatme (1970) and Cochran (1977).

Over all proposed estimators perform better than existing estimators. These re-
sults are obtained in FORTRAN-77 using PENTIUM-120 by following the guidelines of
Bratley et al. (1983). From the above analysis, one can conclude that at the cost of
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loosing one degree of freedom, the proposed test statistic is found to be more powerful
than the existing test statistics.

In real life situations, the study variable and auxiliary variables may follow certain
kind of distribution like normal, beta or gamma etc. In order to see the performance of
the proposed strategies under such circumstances, we generated artificial populations and
considered the problem of estimation of finite population variance through simulation.

Artificial populations. The size N of these populations is unknown. We generated
a pair of n independent random numbers and y} and z} (say), i = 1,2,...,n, from a
subroutine VNORM with PHI=0.6, seed(y)=8987878 and seed(z) = 2348789 following
Bratley et al. (1983). For fixed S7 = 500 and S2 = 200, we generated transformed
variables

(6.9) yi =/ S5(1 = PPy + pSyxi

and
(6.10) T; = Spx}

for different values of the correlation coefficient p. Then

2 k= (n-1)"" Z(yi -9)%
n Y o (yi — ys) (s — z5)?
Sh=m-1)"1) (r; —2)2 and b= =" =0
- )2 (i -2) = S S @ — )

i=1

were computed from the k-th sample, whereas S2 = (N — 1)7! SN (g — Y)? and
=(N-1)"1 Efil(zi — X)? were also computed from the population. The proposed
strategy yields an estimator of variance from the k-th sample as

(6.11) 0 k=52 |k +b |& (SZ — 2 |k)-
The empirical variance of the usual estimator SS has been computed as

15000
2 _ o212
(6.12) V(s?) 15000 Z[ & =57

The empirical mean square error of the proposed estimator, ¥ |k, was computed as

15000

Ly 1 . 212
(6.13) MSE(%) = 15555 k; [0 | —S2]
and its empirical bias was computed as
15000
(6.14) B(ok) = — 0 -5
‘ ™) = 15000 £ Uk T

The percent relative efficiency (RE) of the proposed strategy with respect to usual esti-
mator has been defined as

(6.15) RE = V/(s2) x 100/MSE(d)
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Table 3. Empirical results obtained from artificial normal populations generated by VNORM
subroutine over 15000 iterations.

Sample Correlation RE(%) Relative CCI of CCI of the

size {(n)  coefficient bias proposed  usual

strategy estimator

50 0.5 92.43 0.0583 0.9929 0.9921
0.6 101.15 0.0514 0.9819 0.9913

0.8 154.23 0.0338 0.9719 0.9909

0.9 269.43 0.0218 0.9712 0.9927

100 0.5 96.66 0.0338 0.9916 0.9915
0.6 105.89 0.0286 0.9613 0.9928

0.8 161.73 0.0161 0.9613 0.9812

0.9 281.79 0.0078 0.9613 0.9822

500 0.5 99.35 0.0004 0.9832 0.9821
0.6 108.42 0.0032 0.9502 0.9828

0.8 163.45 0.0104 0.9502 0.9838

0.9 279.77 0.0146 0.9502 0.9829

1000 0.5 99.38 0.0152 0.9651 0.9645
0.6 107.93 0.0179 0.9501 0.9656

0.8 160.60 0.0228 0.9501 0.9643

0.9 269.55 0.0249 0.9501 0.9645

5000 0.5 99.92 0.0030 0.9534 0.9534
0.6 107.57 0.0019 0.9500 0.9537

0.8 150.88 0.0011 0.9500 0.9543

0.9 226.85 0.0033 0.9500 0.9561

and the relative bias has been defined as

(6.16) RB = B(iy)// MSE ().

The results obtained from the artificial normal populations are shown in the Table 3.
It is observed that for fixed sample size, the percent relative efficiency (RE) is an in-
creasing function of the positive correlation between the study variable and the auxiliary
character. This also support the result given by Garcia and Cebrian (1996) for the
case of normal populations. The 95% coverage by confidence intervals (CCI) for the
usual estimators 5’3 and proposed estimator ¥ |;, were obtained by counting the number

of times the true variance S? lies in the intervals given by 85 [k FFno1,n-1(a)y/d(s2)

and ¥ |k FFr-1n-1(a) ]\ZS\E(ﬁk). Similar kind of results were observed from other
distributions viz. beta, gamma etc.

Distribution function. A ratio type estimator to estimate the variance of the post
stratification estimator of distribution function defined by Silva and Skinner (1995) can
be derived as a special case of the proposed strategy as

V:c (bi)

(6.17) V(@i bi) = Vi (as) V. (5)
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Table 4. Comparison of estimators of variance of the distribution function for selecting good,
better and best students from three schools having 53 students by using post-stratification
mechanism over 20000 samples in each situation.

Classification  ty tz Py Py n  CCI(V(a;)) CCI(V(ai,bi))

Best students 80 60 0.151 0.585 10 0.971 0.964
12 0.973 0.951
14 0.986 0.957
16 0.975 0.971
18 0.905 0.939
65 0.151 0.377 10 0.980 0.901
12 0.924 0.933
14 0.949 0.957
16 0.928 0.933
18 0.730 0.756
Better students 75 60 0.321 0.585 10 0.890 0.927
12 0.924 0.946
14 0.949 0.927
16 0.928 0.935
18 0.730 0.769
65 0.321 0377 10 0.890 0.901
12 0.924 0.933
14 0.949 0.957
16 0.928 0.933
18 0.730 0.756
Good students 70 60 0.566 0.585 10 0.866 0.908
12 0.901 0.921
14 0.975 0.948
16 0.755 0.951
18 0.696 0.756
65 0566 0.377 10 0.876 0.921
12 0.911 0.932
14 0.975 0.955
16 0.955 0.956
18 0.924 0.932
*(Good students includes both better and best students, but better students includes only best
students.

where

2
- _ T — Wi4 a; a;
O 3 I

i<y
1,J€8
2
oy N2 (mims —mi5) (b b
Valbs) =N"2> "> - (E—W—j and
i<j

i,jE€s
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b b\’
V(b)) = N2 TG — Tij (-i——]—) )
00 = N7 33 (i =) 2
i,jEN
where a; and b; are the arguments corresponding to study variable y and auxiliary
variable r is as defined by Silva and Skinner (1995). The estimator (6.17) has been
compared with the estimator proposed by Silva and Skinner (1995) as V,(a;). In this
case, we considered a purely hypothetical but very interesting example given in Gunst
and Mason (1980) by taking three schools as three strata. The study variable Y was taken
as “Grade 13 Average” and auxiliary character X was taken as “First year average”. For
simulation purposes, we first merged data from the three schools by putting a flag to each
observation showing the school code 1, 2 or 3. Out of merged data of all N = 53 students,
we selected different samples of size n units as shown in the Table 4 by SRSWOR scheme.
Those selected students were post-stratified into three schools on the basis of the flag
attached at the beginnings. We were interested to estimate the proportion of students
getting “Grade 13 Average” more than 70, 75 and 80 marks. In other words, the value
of t, in the distribution functions Fy,(¢,) was set at 70, 75 and 80 showing the proportion
of students falling in the category of students having good, better and best marks. From
the “First Year Average” the proportion of students having marks more than t;, = 60
(or 65) marks was assumed to be known. The values of the arguments a; = I(y; >
ty) = Fyg(i)(ty) and b; = I(z; > t;) — Fyg(s)(tz), where Fyo(t,) = Nt iev, 1 2 ty)
and Fpy(t;) = N:c_gl iev, 1 (x; > t;) denote the population distribution functions for
Y and X respectively, were obtained. It was assumed that V,(b;) is known. In this
case if the 95% confidence intervals were obtained by counting the number of times the

true proportion P, lies in the confidence intervals given by, ﬁ’ps (ty) F 1.96\/17(&,-) and
Fpps(ty) F 1.964/V(as, b;), respectively. The results have been presented in Table 4.
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