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Abstract. This paper investigates the existence of Bayesian estimates for polychotomous quantal response models using a uniform improper prior distribution on the regression parameters. Necessary and sufficient conditions for the propriety of the posterior distribution with a general link function are established. In addition, the sufficient conditions for the existence of the posterior moments and the posterior moment generating function are obtained. It is also found that the propriety guarantees the existence of the maximum likelihood estimate.

Key words and phrases: Improper prior, logit model, log-log model, posterior distribution, probit model.

1. Introduction

Polychotomous quantal response models have been used in many medical and econometric studies to examine the relationship between various covariates and a polychotomous outcome measure. When prior information is not readily available, a uniform prior distribution or some other non-informative priors such as the Jeffreys prior for the regression coefficients is often used. Use of the uniform or non-informative improper priors typically leads to a challenging problem, that is, whether the resulting posterior distribution is proper. However, the posterior densities for the regression coefficients are always proper when proper non-informative priors such as “locally uniform” priors used by Box and Tiao ((1992), p. 23) are employed. While Box and Tiao introduce locally uniform proper priors, in practice they integrate from $-\infty$ to $\infty$ and thus certain integrals that would converge given a finite range of integration may not converge given a doubly or singly infinite
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range of integration. A similar point can be made with respect to Zellner's maximal data information priors (Zellner (1997)) that in some cases are proper given a finite range of integration but not with an infinite range of integration. Also, the analysis in Ibrahim and Laud (1991) indicates that Jeffreys's "non-informative" prior is proper for certain generalized linear models and is not uniform. On the other hand, Jaynes' maxent prior (see, for example, Jaynes (1982)) given just that it be proper is a proper uniform prior defined over a finite range. Again, if one disregards the finite range, integrals may diverge.

Since an improper posterior makes Bayesian inference impossible, it is important to study the propriety of the posterior distribution. An investigation of the posterior propriety can avoid a poor experimental design, which may result in the parameters of interest not identifiable without using a suitable proper prior.

When the response is dichotomous, Zellner and Rossi (1984) and Rossi (1996) examined the existence of Bayesian estimates for the logit model. More recently, Chen and Shao (1999a) established necessary and sufficient conditions for the propriety of the posterior distribution with a uniform improper prior on the regression coefficients for dichotomous response models. However, when the response is polychotomous, the literature on the study of propriety is almost nonexistent. This may be partially due to the technical difficulty of the problem. By extending the results of Chen and Shao (1999a), we are now able to study the existence of Bayesian estimates for polychotomous quantal response models with general link functions. However, the conditions on the existence of Bayesian estimates for the polychotomous response models are somehow quite different from the ones for the dichotomous response models, which may be mainly due to the fact that the dichotomous response models belong to the exponential family; but the polychotomous response models do not.

We first introduce some notation, which will be used throughout the rest of the paper. Let \( y = (y_1, y_2, \ldots, y_n)' \) denote an \( n \times 1 \) vector of \( n \) independent polychotomous random variables. Assume that \( y_i \) takes a value of \( l \ (1 \leq l \leq L, \ L > 2) \) with probability

\[
(1.1) \quad p_{il} = F(\theta_l + x_i' \beta) - F(\theta_{l-1} + x_i' \beta),
\]

for \( l = 1, \ldots, L \), where \( \theta_0 = -\infty, \ \theta_L = \infty, \ \theta_1 \leq \theta_2 \leq \cdots \leq \theta_{L-1} \), \( F(\cdot) \) denotes a cumulative distribution function (cdf), \( x_i = (x_{i1}, \ldots, x_{ik})' \) is a \( k \times 1 \) vector of covariates, \( \theta = (\theta_1, \ldots, \theta_{L-1})' \) is an \((L-1) \times 1 \) vector of \( L-1 \) intercepts, and \( \beta = (\beta_1, \ldots, \beta_k)' \) is a \( k \times 1 \) vector of regression coefficients. In (1.1), \( F^{-1} \) is called a link function. Three widely utilized functional forms for \( F(\cdot) \) in (1.1) are

\[
(1.2) \quad F(u) = \Phi(u),
\]

the probit model,

\[
(1.3) \quad F(u) = \frac{\exp(u)}{1 + \exp(u)},
\]

the logit model, and

\[
(1.4) \quad F(u) = \exp[-\exp(-u)],
\]
the log-log link model. In (1.2), \( \Phi(\cdot) \) denotes the standard normal cumulative distribution function. Of course, other functional forms of \( F(\cdot) \), \( 0 < F(\cdot) < 1 \), can be employed; see, for example, Agresti (1990), McCullagh and Nelder (1989), and Chen and Dey (1998). Using (1.1), the likelihood function, denoted by \( L(\beta, \theta \mid y) \), is

\[
L(\beta, \theta \mid y) = \prod_{i=1}^{n} [F(\theta_{yi} + x'_i \beta) - F(\theta_{yi-1} + x'_i \beta)].
\]

In the context of Bayesian analysis, it is required to specify a prior distribution of \( \theta \) and \( \beta \), say, \( \pi(\theta, \beta) \). Then, the posterior distribution of \( \beta \) and \( \theta \) is

\[
\pi(\beta, \theta \mid y) \propto L(\beta, \theta \mid y)\pi(\beta, \theta)
= \left\{ \prod_{i=1}^{n} [F(\theta_{yi} + x'_i \beta) - F(\theta_{yi-1} + x'_i \beta)] \right\} \pi(\beta, \theta).
\]

It is clear that the posterior \( \pi(\beta, \theta \mid y) \) is proper if and only if

\[
\int_{\theta_1}^{\theta_2} \cdots \int_{\theta_{L-1}}^{\theta_L} \int_{R^k} \left\{ \prod_{i=1}^{n} [F(\theta_{yi} + x'_i \beta) - F(\theta_{yi-1} + x'_i \beta)] \right\} \pi(\beta, \theta)d\beta d\theta < \infty,
\]

where \( R^k \) is the \( k \) dimensional Euclidean space. In this article, we are interested in the following problem. If a uniform improper prior distribution for \( \beta \) and \( \theta \), i.e., \( \pi(\beta, \theta) \propto 1 \), is specified, what are the necessary and sufficient conditions for the propriety of \( \pi(\beta, \theta \mid y) \)? In addition, we are also interested in the sufficient conditions for the existence of Bayesian estimates, such as the posterior means and variances of \( \beta \) and \( \theta \).

The remaining of the article is organized as follows. In Section 2, we introduce the mathematical formulation of Bayesian estimates and discuss the implementational issues for computing the posterior quantities of interest. The main results are presented in Section 3, in which we carefully describe the precise conditions on the existence of Bayesian estimates and examine the relationship between the propriety of posterior distribution and the existence of the maximum likelihood estimate. Two illustrative examples are given in Section 4. The proofs of all main results presented in Section 3 are left to Section 5.

2. Bayesian analysis of polychotomous quantal response models

As discussed in Zellner and Rossi (1984) and Rossi (1996), the posterior expectation of various functions of the model parameters must be calculated. For example, the posterior mean is the usual Bayesian estimate of model parameters. Let \( c(y) \) be the normalizing constant of the posterior distribution \( \pi(\beta, \theta \mid y) \) with a uniform improper prior, that is,

\[
c(y) = \int_{\theta_1}^{\theta_2} \cdots \int_{\theta_{L-1}}^{\theta_L} \int_{R^k} \left\{ \prod_{i=1}^{n} [F(\theta_{yi} + x'_i \beta) - F(\theta_{yi-1} + x'_i \beta)] \right\} d\beta d\theta.
\]
If \( c(y) < \infty \), then the posterior \( \pi(\beta, \theta \mid y) \) is proper and

\[
\pi(\beta, \theta \mid y) = \frac{1}{c(y)} \prod_{i=1}^{n} [F(\theta_{y_i} + x'_i \beta) - F(\theta_{y_i-1} + x'_i \beta)].
\]

Furthermore, letting \( h(\beta, \theta) \) be a real-valued function or a real-valued vector/matrix of \( \beta \) and \( \theta \), the posterior expectation of \( h(\beta, \theta) \) is given by

\[
E[h(\beta, \theta) \mid y] = \int_{\theta_1 \leq \theta_2 \leq \cdots \leq \theta_{L-1}} \int_{R^k} h(\beta, \theta) \pi(\beta, \theta \mid y) d\beta d\theta.
\]

Here, the posterior expectation \( E[h(\beta, \theta) \mid y] \) is said to be existent iff (i) \( \pi(\beta, \theta \mid y) \) is proper, and (ii)

\[
\int_{\theta_1 \leq \theta_2 \leq \cdots \leq \theta_{L-1}} \int_{R^k} \|h(\beta, \theta)\| \pi(\beta, \theta \mid y) d\beta d\theta < \infty,
\]

where \( \|h(\beta, \theta)\| \) denotes a usual norm of \( h(\beta, \theta) \), for example, when \( h(\beta, \theta) \) is a real-valued function, \( \|h(\beta, \theta)\| \) simply takes the absolute value of \( h(\beta, \theta) \). This convention will be used throughout the remainder of the article.

For Bayesian analyst's posterior-distribution problems, many posterior estimates can be expressed as \( E[h(\beta, \theta) \mid y] \) given by (2.3). For example, (2.3) reduces to (a) posterior mean of \( \beta \) when \( h(\beta, \theta) = \beta \); (b) posterior covariance matrix of \( \beta \) if \( h(\beta, \theta) = (\beta - E(\beta \mid y))(\beta - E(\beta \mid y))^\top \), where \( E(\beta \mid y) = \int_{\theta_1 \leq \theta_2 \leq \cdots \leq \theta_{L-1}} \int_{R^k} \beta \pi(\beta, \theta \mid y) d\beta d\theta \); (c) posterior probability of a set \( A \) if \( h(\beta, \theta) = 1_A(\beta, \theta) \), where \( 1_A(\beta, \theta) = 1 \) if \( (\beta, \theta) \in A \) and 0 otherwise; (d) marginal posterior density for \( \beta_j \) evaluated at \( \beta_j = \beta^*_j \) (\( 1 \leq j \leq k \)) when

\[
h(\beta, \theta) = w(\beta_j \mid \beta_1, \ldots, \beta_{j-1}, \beta_{j+1}, \ldots, \beta_k) \frac{\pi(\beta_1, \ldots, \beta_{j-1}, \beta^*_j, \beta_{j+1}, \ldots, \beta_k, \theta \mid y)}{\pi(\beta, \theta \mid y)},
\]

where \( w(\beta_j \mid \beta_1, \ldots, \beta_{j-1}, \beta_{j+1}, \ldots, \beta_k) \) is a completely known conditional density (see Chen (1994)). Some other posterior estimators, including posterior quantiles, Bayesian credible intervals, highest probability density (HPD) intervals, cannot be expressed as (2.3); see Chen and Shao (1999b). Precise conditions providing for the existence of various Bayes posterior estimates will be investigated in the next section.

Finally, we note that for polychotomous quantal response models, almost all Bayesian estimates are analytically intractable. Fortunately, the recently developed Markov chain Monte Carlo (MCMC) sampling methods, which include the Gibbs sampler (for example, Geman and Geman (1984) and Gelfand and Smith (1990)), Metropolis-Hastings algorithms (for example, Metropolis et al. (1953), Hastings (1970) and Tierney (1994)), can be easily adopted for computing the
posterior properties. Assume that \( \{(\beta(b), \theta(b)), b = 1, 2, \ldots, B\} \) is a MCMC sample from \( \pi(\beta, \theta | y) \). Then, \( E(h(\beta, \theta) | y) \) can be approximated by

\[
\hat{E}(h(\beta, \theta) | y) = \frac{1}{B} \sum_{b=1}^{B} h(\beta(b), \theta(b)).
\]

It can be shown that under certain regularity conditions such as **ergodicity**, \( \hat{E}(h(\beta, \theta) | y) \to E(h(\beta, \theta) | y) \) a.s. as \( B \to \infty \); see, for example, Tierney (1994). In particular, if \( \prod_{i=1}^{n} [F(\theta_{y_i} + x_i' \beta) - F(\theta_{y_{i-1}} + x_i' \beta)] \) is log-concave, which is true for all the three common links (probit, logit, log-log link), then we can use an adaptive rejection algorithm of Gilks and Wild (1992) to generate a sample from the posterior distribution \( \pi(\beta, \theta | y) \) without knowing the normalizing constant \( c(y) \). In addition, if \( F \) is a scale mixture of normal link, we can use the efficient algorithms developed by Chen and Dey (1998).

3. Existence of the Bayesian estimates

To obtain necessary and sufficient conditions for the existence of Bayesian estimates described in Section 2, we first introduce some notation. Let

\[
I = \{1 \leq i \leq n : y_i = L\}, \quad J = \{1 \leq j \leq n : y_j = 1\}, \quad \text{and}
\]

\[
T = \{1 \leq i \leq n : 1 < y_i < L\}.
\]

That is, sets \( I, J \) and \( T \) divide the \( n \) observations \( y_1, y_2, \ldots, y_n \) into three groups so that sets \( I \) and \( J \) include all polychotomous responses with values of \( L \) and \( 1 \) respectively, while set \( T \) contains all observations with values between \( 1 \) and \( L \) exclusively.

The main results are given as follows. We first present the necessary and sufficient conditions for the propriety of the posterior distribution given by (2.2).

**Theorem 3.1.** Assume that

\[
\int_{-\infty}^{\infty} |u|^{k+L-1} dF(u) < \infty.
\]

If the following conditions are satisfied

(C1) \( I \) and \( J \) are non-empty sets;

(C2) \( \forall \ v_l = \pm 1, 1 \leq l \leq k, \forall \ a_l \geq 0, b_r \geq 0, \) with \( \sum_{l=1}^{k} a_l + \sum_{r=2}^{L-1} b_r > 0 \),

\[
\min_{j \in J \cup T} \left( \sum_{r=2}^{y_j} b_r + \sum_{l=1}^{k} x_{jl} \varepsilon_l a_l \right) < \max_{i \in I \cup T} \left( \sum_{r=2}^{y_i-1} b_r + \sum_{l=1}^{k} x_{il} \varepsilon_l a_l \right),
\]
then the posterior is proper, that is,

\[ \int \cdots \int_{\theta_1 \leq \theta_2 \leq \cdots \leq \theta_{L-1}} L(\beta, \theta \mid y) d\beta d\theta < \infty. \]

**Theorem 3.2.** If \( F(b) - F(a) > 0 \) for every \( b > a \), then (C1) and (C2) are necessary conditions for (3.2).

From Theorems 3.1 and 3.2, for a link function \( F^{-1} \), if \( F \) satisfies (3.1) and \( F(b) - F(a) > 0 \) for every \( b > a \), then (C1) and (C2) are the sufficient and necessary conditions for (3.2). As to condition (C1), if either \( I \) or \( J \) is empty, then there is a quasicomplete separation in the data points. In this case, obviously there is no information available to estimate either \( \theta_1 \) or \( \theta_{L-1} \). Thus, (3.2) cannot hold. As to condition (C2), it is not difficult to show that (C2) implies that the \( n \times k \) design matrix is of full column rank. Hence, the full rank condition on the design matrix is necessary for the propriety of the posterior but not sufficient. On the other hand, condition (C2) may not be easily verified. To this end, we present two sufficient conditions for (C2).

Let \( X \) be the \( n \times k \) known design matrix with rows \( x_i' \). Define \( x_i^* = (1, x_i')' \) for \( i = 1, 2, \ldots, n \),

\[ X_1 = (x_i^*, i \in I, -x_j^*, j \in J \cup T)', \quad \text{and} \quad X_2 = (x_j^*, j \in J, -x_i^*, i \in I \cup T)'. \]

Thus, \( X_1 \) and \( X_2 \) are the two reconstructed design matrices from \( X \). For example, \( X_1 \) is simply obtained by taking the \( i \)-th row to be \( x_i^* \) for \( i \in I \) and the \( j \)-th row to be \( -x_j^* \) for \( j \in J \cup T \).

**Proposition 3.1.** Assume that \( I \) and \( J \) are non-empty sets and that the design matrix \( X \) is of full column rank. Then (C2) holds if one of the following conditions is satisfied:

(C3) There exists a positive vector \( a = (a_1, \ldots, a_n)' \in R^n \), i.e., each component \( a_i > 0 \), such that

\[ a'X_1 = 0. \]

(C4) There exists a positive vector \( a = (a_1, \ldots, a_n)' \in R^n \) such that

\[ a'X_2 = 0. \]

Thus, for verifying condition (C3) or (C4) it suffices to find a positive solution for (3.3) or (3.4). This is a standard linear programming problem which can be done using commercially available software, for example, CPLEX (CPLEX Optimization (1992)).

Next, we briefly discuss the conditions on link functions. For the three widely used probit, logit and log-log link models, it is easy to see that \( F(b) - F(a) > 0 \)
for every \( b > a \) and condition (3.1) holds. However, condition (3.1) may be too restrictive for some links other than probit, logit, and log-log link, such as \( t \)-links with degrees of freedom less than or equal to \( k + L - 1 \), stable distribution family links, and exponential power distribution family links (see Chen and Dey (1998)). At the cost of assuming more restrictive condition on \( x_i, y_i, x_{ij} \), we are able to weaken the assumption on the moment condition (3.1).

Let

\[
T_{i,1} = \{(i,j) : i \in I, j \in J, x_{il} - x_{jl} > 0\}, \\
T_{i,-1} = \{(i,j) : i \in I, j \in J, x_{il} - x_{jl} < 0\}.
\]

For \( \varepsilon = (\varepsilon_1, \varepsilon_2, \ldots, \varepsilon_k) \), where \( \varepsilon_l = \pm 1 \), let

\[
T(\varepsilon) = \bigcap_{l=1}^{k} T_{i,\varepsilon_l}.
\]

Thus, for a given \( \varepsilon \), \( T(\varepsilon) \) contains all pairs \((i,j)\)'s of observations such that either \( x_{il} - x_{jl} > 0 \) or \( x_{il} - x_{jl} < 0 \) for all \( 1 \leq l \leq k \).

**Proposition 3.2.** Assume that \( T(\varepsilon) \neq \emptyset \). Let \( X_1, X_2, \ldots, X_n \) be independent random variables with the same cdf \( F \). If

\[
\forall \varepsilon, \quad E\left[ \min_{(i,j) \in T(\varepsilon)} (|X_i| + |X_j|)^{k+L-1} \right] < \infty,
\]

then (3.2) holds. In particular, if there are \( I(\varepsilon) \) and \( J(\varepsilon) \) such that \( I(\varepsilon) \times J(\varepsilon) \subset T(\varepsilon) \) and

\[
E\left[ \min_{1 \leq i \leq m^*} |X_i|^{k+L-1} \right] < \infty,
\]

where \( m^* = \min_e \min (\text{card of } I(\varepsilon), \text{card of } J(\varepsilon)) \), then (3.2) is true.

If \( m^* > k + L - 1 \), it is easy to verify that (3.5) holds even when \( F \) is the cdf of a Cauchy distribution. Therefore, the condition on \( F \) given in Proposition 3.2 is much weaker than the one given by (3.1). Of course, the restriction on the design matrix is much stronger. The condition \( T(\varepsilon) \neq \emptyset \) requires that there must exist some common \((i,j)\)'s such that either \( x_{il} - x_{jl} > 0 \) or \( x_{il} - x_{jl} < 0 \) for all \( l \).

Now we consider the existence of Bayesian estimates. Given a proper posterior, the posterior median or the HPD intervals will exist. However, Theorem 3.1 cannot guarantee the existence of the posterior moments. Therefore, we present the sufficient conditions on the existence of the posterior moments and the posterior moment generating function in the next theorem.

**Theorem 3.3.** Assume that (C1) and (C2) are satisfied. If

\[
(3.6) \quad \int_{-\infty}^{\infty} |u|^{k+L-1+p} dF(u) < \infty
\]
for some \( p \geq 0 \), then

\[
\int_{\theta_1 \leq \theta_2 \leq \cdots \leq \theta_{L-1}} \ldots \int_{R^k} ||\zeta||^p L(\beta, \theta \mid y) d\beta d\theta < \infty,
\]

where \( \zeta = (\beta', \theta')' \) and the norm \( ||\zeta|| = (\sum_{j=1}^k \beta_j^2 + \sum_{l=1}^{L-1} \theta_l^2)^{1/2} \). If

\[
\int_{-\infty}^{\infty} e^{t_0|u|} dF(u) < \infty
\]

for some \( t_0 > 0 \), then

\[
\int_{\theta_1 \leq \theta_2 \leq \cdots \leq \theta_{L-1}} \ldots \int_{R^k} e^{\delta_0 ||\zeta||} L(\beta, \theta \mid y) d\beta d\theta < \infty,
\]

for some \( \delta_0 > 0 \).

For the three widely used probit, logit and log-log link functions, it is easy to see that conditions (3.6) and (3.8) holds. Hence, (C1) and (C2) are the sufficient conditions for (3.7) and (3.9). However, the moment generating condition (3.8) does not hold for all \( t \)-links.

Finally, we examine the relationship between the propriety and the existence of the maximum likelihood estimate. The next theorem confirms that (C1) and (C2) are the sufficient conditions for the existence of the maximum likelihood estimate.

**Theorem 3.4.** Assume that \( F \) is continuous and that (C1) and (C2) are satisfied, then the maximum likelihood estimate of \((\beta, \theta)\) exists.

When \( F \) is continuous and satisfies \( F(b) - F(a) > 0 \) for every \( b > a \), it follows from Theorems 3.2 and 3.4 that if the posterior is proper, then the MLE exists. This result is useful since (i) the posterior is simply not proper if the MLE does not exist and (ii) the existence of the MLE is routinely checked by many widely used statistical softwares such as SAS and Splus. For example, in SAS the LOGISTIC procedure performs some checking to determine whether the input data have a configuration that leads to infinite parameter estimates (see Stokes et al. (1995) for detailed discussions). On the other hand, as proved by Wedderburn (1976), the MLE exists only for certain generalized linear models in the exponential family. Hence, Theorem 3.4 is of great importance in checking improperness of the posterior distribution, while Proposition 3.1 provides practically usable conditions to determine the propriety of a posterior density.
Table 1. The rating data.

<table>
<thead>
<tr>
<th>Gender</th>
<th>female</th>
<th>female</th>
<th>female</th>
<th>male</th>
<th>male</th>
</tr>
</thead>
<tbody>
<tr>
<td>Rating</td>
<td>poor</td>
<td>fair</td>
<td>good</td>
<td>poor</td>
<td>fair</td>
</tr>
</tbody>
</table>

4. Illustrative examples

In this section, we present two simple examples to illustrate how to verify the conditions stated in Section 3.

Example 4.1. At a private college, five students, including three females and two males, submitted course project reports in a given semester. The reports were graded and were rated as "poor", "fair", or "good" by their instructor. The rating results are given in Table 1.

This is a standard polychotomous response problem in which the response is the project grade while gender serves as a sole covariate. We code female as 0 and male as 1 and we also denote the response to be 1 for "poor", 2 for "fair", and 3 for "good". Then, the sample size \( n = 5 \), \( k = 1 \), \( L = 3 \), and the five observations are \( x_1 = x_2 = x_3 = 0 \), \( x_4 = x_5 = 1 \), \( y_1 = 1 \), \( y_2 = 2 \), \( y_3 = 3 \), \( y_4 = 1 \), and \( y_5 = 2 \). Using the notation given in Section 3, we have \( I = \{3\} \), \( J = \{1, 4\} \), \( T = \{2, 5\} \), \( X = (0, 0, 0, 1, 1)' \), and

\[
X_2 = \begin{pmatrix} 1 & 0 \\ 1 & 1 \\ -1 & 0 \\ -1 & 0 \end{pmatrix}.
\]

It is easy to see that \( I \) and \( J \) are non-empty, \( X \) is of full rank, and \( a = (2, 1, 1, 1, 1)' \) satisfies \( a'X_2 = 0 \). Hence (C4) is satisfied, and it follows from Proposition 3.1 and Theorem 3.1 that the resulting posterior is proper. A small SAS program for this three-level ordinal response data set was also written. The LOGISTIC procedure returns the unique maximum likelihood estimates for all three commonly used links (probit, logit, and log-log link).

Example 4.2. We consider the same data given in Example 4.1 except the last male student dropped out from the instructor's grade sheet. Then, we have \( x_1 = x_2 = x_3 = 0 \), \( x_4 = 1 \), \( y_1 = 1 \), \( y_2 = 2 \), \( y_3 = 3 \), and \( y_4 = 1 \). Then \( I = \{3\} \), \( J = \{1, 4\} \) and \( T = \{2\} \). For this case, we will show that the resulting posterior with a uniform improper prior is not proper.

Since \( k = 1 \), in Theorem 3.1 we take \( \epsilon_1 = 1 \), \( a_1 = 1 \) and \( b_2 = 0 \). Then, we have Table 2. From Table 2, it is easy to see that (C2) does not hold. Therefore, it directly follows from Theorems 3.1 and 3.2 that the resulting posterior is not proper. Similarly, we consulted with the LOGISTIC procedure in SAS for verifying the existence of the MLE, and the LOGISTIC procedure provides the following information:
Table 2. The computation of condition (C2).

<table>
<thead>
<tr>
<th>$j \in J \cup T$</th>
<th>$\sum_{r=2}^{y_j} b_r + \sum_{l=1}^{k} x_{jl} \epsilon_l a_l$</th>
<th>$i \in I \cup T$</th>
<th>$\sum_{r=2}^{y_i-1} b_r + \sum_{l=1}^{k} x_{il} \epsilon_l a_l$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0</td>
<td>2</td>
<td>0</td>
</tr>
<tr>
<td>2</td>
<td>0</td>
<td>3</td>
<td>0</td>
</tr>
<tr>
<td>4</td>
<td>1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>min = 0</td>
<td></td>
<td>max = 0</td>
<td></td>
</tr>
</tbody>
</table>

"There is possibly a quasicomplete separation in the sample points. The maximum likelihood estimate may not exist."

From the above two simple illustrative examples, we have learned that estimating the three unknown parameters for a three-level ordinal response model requires five data points.

5. The proofs of theorems

In this section, we provide the proofs for all the theorems and the propositions stated in Section 3.

PROOF OF THEOREM 3.1. It follows from the fact that

$$F(b) - F(a) = \int_{-\infty}^{\infty} 1\{a < u \leq b\} dF(u),$$

where the indicator function $1\{a < u \leq b\} = 1$ if $a < u \leq b$ and 0 otherwise, and the Fubini theorem that

$$\int_{\theta_1 \leq \theta_2 \leq \cdots \leq \theta_{L-1}} \int_{R^k} L(\beta \mid y) d\beta d\theta$$

$$= \int_{R^n} \int_{\theta_1 \leq \theta_2 \leq \cdots \leq \theta_{L-1}} \int_{R^k} \cdot 1\{\theta_{y_{i-1}} + x_i' \beta < u_i < \theta_{y_i} + x_i' \beta, 1 \leq i \leq n\} d\beta d\theta dF(u),$$

where $dF(u)$ stands for $dF(u_1) \cdots dF(u_n)$. Put

$$h(u) = \int_{\theta_1 \leq \theta_2 \leq \cdots \leq \theta_{L-1}} \int_{R^k} 1\{\theta_{y_{i-1}} + x_i' \beta < u_i < \theta_{y_i} + x_i' \beta, 1 \leq i \leq n\} d\beta d\theta.$$

By (3.1), it suffices to show that

$$h(u) \leq A(x, y) \max_{1 \leq i \leq n} |u_i|^{k+L-1}$$
for some \( A(x, y) < \infty \). To estimate \( h(u) \), letting \( t_1 = \theta_1, t_r = \theta_r - \theta_{r-1} \) for \( r = 2, \ldots, L-1 \) yields

\[
(5.4) \quad h(u) = \int_{t_r \geq 0, r=2, \ldots, L-1} \int_{R^k} \int_{-\infty}^{\infty} \\
\cdot 1 \left\{ \sum_{r=1}^{y_i-1} t_r + x_r' \beta < u_i < \sum_{r=1}^{y_i} t_r + x_r' \beta, i \in T \right\} \\
\cdot 1 \left\{ \sum_{r=1}^{y_i-1} t_r + x_r' \beta < u_i, i \in I \right\} \\
\cdot 1 \left\{ u_i < t_1 + x_r' \beta, i \in J \right\} dt_1 d\beta dt_2 \cdots dt_{L-1},
\]

where \( 1 \{ \sum_{r=1}^{y_i-1} t_r + x_r' \beta < u_i < \sum_{r=1}^{y_i} t_r + x_r' \beta, i \in T \} \) denotes 1 if \( T \) is empty. Note that

\[
(5.5) \quad 1 \left\{ \sum_{r=1}^{y_i-1} t_r + x_r' \beta < u_i < \sum_{r=1}^{y_i} t_r + x_r' \beta, i \in T \right\} \\
\cdot 1 \left\{ \sum_{r=1}^{y_i-1} t_r + x_r' \beta < u_i, i \in I \right\} \cdot 1 \left\{ u_i < t_1 + x_r' \beta, i \in J \right\} \\
= 1 \left\{ \max_{j \in J \cup T} \left( u_j - \sum_{r=2}^{y_j} t_r - x_j' \beta \right) < t_1 \\
< \min_{i \in I \cup T} \left( u_i - \sum_{r=2}^{y_i-1} t_r - x_i' \beta \right) \right\} \\
= 1 \left\{ - \min_{j \in J \cup T} \left( -u_j + \sum_{r=2}^{y_j} t_r + x_j' \beta \right) < t_1 \\
< \min_{i \in I \cup T} \left( u_i - \sum_{r=2}^{y_i-1} t_r - x_i' \beta \right) \right\}.
\]

It follows from (5.4) and (5.5) that

\[
(5.6) \quad h(u) = \int_{t_r \geq 0, r=2, \ldots, L-1} \int_{R^k} \left( \min_{j \in J \cup T} \left( -u_j + \sum_{r=2}^{y_j} t_r + x_j' \beta \right) \\
+ \min_{i \in I \cup T} \left( u_i - \sum_{r=2}^{y_i-1} t_r - x_i' \beta \right) \right) \\
\cdot 1 \left\{ \min_{j \in J \cup T} \left( -u_j + \sum_{r=2}^{y_j} t_r + x_j' \beta \right) \\
+ \min_{i \in I \cup T} \left( u_i - \sum_{r=2}^{y_i-1} t_r - x_i' \beta \right) > 0 \right\} d\beta dt_2 \cdots dt_{L-1}
\]
\[
\sum_{\varepsilon_l=\pm 1, 1 \leq l \leq k} \int (R^k + L - 2) \left( \min_{j \in \mathcal{U}^T} \left( -u_j + \sum_{r=2}^{y_j} t_r + \sum_{l=1}^{k} x_{jl} \varepsilon_l \beta_l \right) \right) \\
+ \min_{i \in \mathcal{U}^T} \left( u_i - \sum_{r=2}^{y_i-1} t_r - \sum_{l=1}^{k} x_{il} \varepsilon_l \beta_l \right) \right) \\
\cdot 1 \left\{ \min_{j \in \mathcal{U}^T} \left( -u_j + \sum_{r=2}^{y_j} t_r + \sum_{l=1}^{k} x_{jl} \varepsilon_l \beta_l \right) \\
+ \min_{i \in \mathcal{U}^T} \left( u_i - \sum_{r=2}^{y_i-1} t_r - \sum_{l=1}^{k} x_{il} \varepsilon_l \beta_l \right) > 0 \right\} \\
\cdot d \beta_1 \cdots d \beta_k dt_2 \cdots dt_{L-1}.
\]

Let
\[
d = \inf_{\varepsilon_l=\pm 1, 1 \leq l \leq k, 0 \leq a_r \leq 1, 0 \leq b_r \leq 1, 2 \leq r \leq L-1, a_{t_0} = 1 \text{ for some } t_0, \text{ or } b_{r_0} = 1 \text{ for some } r_0}
\left( \max_{i \in \mathcal{U}^T} \left( \sum_{r=2}^{y_i-1} b_r + \sum_{l=1}^{k} x_{il} \varepsilon_l a_l \right) - \min_{j \in \mathcal{U}^T} \left( \sum_{r=2}^{y_j} b_r + \sum_{l=1}^{k} x_{jl} \varepsilon_l a_l \right) \right).
\]

By (C2), we have \(d > 0\). Denote \(\max_{1 \leq l \leq k, 2 \leq r \leq L-1} \max(\beta_l, t_r)\) by \(M^*\). We have
\[
(5.7) \quad 0 \leq \min_{j \in \mathcal{U}^T} \left( -u_j + \sum_{r=2}^{y_j} t_r + \sum_{l=1}^{k} x_{jl} \varepsilon_l \beta_l \right) \\
+ \min_{i \in \mathcal{U}^T} \left( u_i - \sum_{r=2}^{y_i-1} t_r - \sum_{l=1}^{k} x_{il} \varepsilon_l \beta_l \right) \\
\leq \min_{j \in \mathcal{U}^T} \left( \sum_{r=2}^{y_j} t_r + \sum_{l=1}^{k} x_{jl} \varepsilon_l \beta_l \right) + \max_{j \in \mathcal{U}^T} |u_j| \\
- \max_{i \in \mathcal{U}^T} \left( \sum_{r=2}^{y_i-1} t_r + \sum_{l=1}^{k} x_{il} \varepsilon_l \beta_l \right) + \max_{i \in \mathcal{U}^T} |u_i| \\
\leq 2 \max_{1 \leq i \leq n} |u_i| - M^* \left( \max_{i \in \mathcal{U}^T} \left( \sum_{r=2}^{y_i-1} t_r / M^* + \sum_{l=1}^{k} x_{il} \varepsilon_l \beta_l / M^* \right) \\
- \min_{j \in \mathcal{U}^T} \left( \sum_{r=2}^{y_j} t_r / M^* + \sum_{l=1}^{k} x_{jl} \varepsilon_l \beta_l / M^* \right) \right) \\
\leq 2 \max_{1 \leq i \leq n} |u_i| - M^* d.
\]

Hence
\[
(5.8) \quad \max(\beta_l, t_r) = M^* \leq 2 \max_{1 \leq i \leq n} |u_i| / d.
\]
This proves (5.4), by (5.6) and (5.8). □

**Proof of Theorem 3.2.** If \( J = \emptyset \), by (5.2)

\[
h(u) = \int_{R^k} \int_{\theta_1 \leq \theta_2 \leq \cdots \leq \theta_{L-1}} 1 \{ \theta_{y_i-1} + x_i' \beta < u_i < \theta_{y_i} + x_i' \beta, i \in T \cup I \} d\theta_1 \cdots d\theta_{L-1} d\beta = \infty.
\]

Similarly, if \( I = \emptyset \), we have also \( h(u) = \infty \). This proves (C1) necessary for (3.2).

Next we show that (C2) is necessary. If (C2) is not satisfied, then there exist sequences of \( \varepsilon_l, a_l \) and \( b_r \) such that

\[
\min_{j \in J \cup T} \left( \sum_{r=2}^{y_j} b_r + \sum_{l=1}^{k} x_{jl} \varepsilon_l a_l \right) \geq \max_{i \in I \cup T} \left( \sum_{r=2}^{y_i-1} b_r + \sum_{l=1}^{k} x_{il} \varepsilon_l a_l \right).
\]

(5.9)

Noting that \( J \) is a non-empty set, (5.9) implies that \( \sum_{l=1}^{k} a_l > 0 \). Without loss of generality, assume \( \varepsilon_1 = 1 \) for \( l = 1, \ldots, k \) and \( a_1 = 1 \), that is,

\[
\min_{j \in J \cup T} \left( \sum_{r=2}^{y_j} b_r + x_j + \sum_{l=2}^{k} x_{jl} a_l \right) \geq \max_{i \in I \cup T} \left( \sum_{r=2}^{y_i-1} b_r + x_i + \sum_{l=2}^{k} x_{il} a_l \right).
\]

(5.10)

Let \( T_l = \{ i : y_i = l \} \) for \( l = 1, 2, \ldots, L \) and put

\[
C = \{ u : 0 \leq -u_j + (l - 1) \leq 1/2 \text{ for } j \in T_l, 1 \leq l \leq L \}.
\]

(5.11)

Since \( F(b) - F(a) > 0 \) for any \( a < b \), it suffices to show that for any \( u \in C \),

\[
h(u) = \infty.
\]

(5.12)

From (5.6) it follows that

\[
h(u) \geq \int_{(R^+)^{k+L-2}} \left( \min_{j \in J \cup T} \left( -u_j + \sum_{r=2}^{y_j} t_r + x_j' \beta \right) + \min_{i \in I \cup T} \left( u_i - \sum_{r=2}^{y_i-1} t_r - x_i' \beta \right) \right) \cdot 1 \left\{ \min_{j \in J \cup T} \left( -u_j + \sum_{r=2}^{y_j} t_r + x_j' \beta \right) + \min_{i \in I \cup T} \left( u_i - \sum_{r=2}^{y_i-1} t_r - x_i' \beta \right) > 0 \right\} dt_2 \cdots dt_{L-1}
\]

\[
\geq \int_{t_r \geq 1, r=2, \ldots, L-1} \int_{(R^+)^{k}} \left( \min_{j \in J \cup T} \left( -u_j + \sum_{r=2}^{y_j} t_r + x_j' \beta \right) \right)
\]

(5.13)
\[ + \min_{i \in I \cup T} \left( u_i - \sum_{r=2}^{y_i - 1} t_r - x_i' \beta \right) \]
\[ \cdot \left\{ \begin{array}{ll}
\min_{j \in J \cup T} \left( -u_j + \sum_{r=2}^{y_j} t_r + x_j' \beta \right) \\
+ \min_{i \in I \cup T} \left( u_i - \sum_{r=2}^{y_i - 1} t_r - x_i' \beta \right) > 0 \end{array} \right\} d\beta dt_2 \cdots dt_{L-1} \]
\[ = \int_{(R^+)^{k+L-2}} \left( \min_{j \in J \cup T} \left( -u_j + (y_j - 1) + \sum_{r=2}^{y_j} t_r + x_j' \beta \right) \\
+ \min_{i \in I \cup T} \left( u_i - (y_i - 2) - \sum_{r=2}^{y_i - 1} t_r - x_i' \beta \right) \right) \]
\[ \cdot \left\{ \begin{array}{ll}
\min_{j \in J \cup T} \left( -u_j + (y_j - 1) + \sum_{r=2}^{y_j} t_r + x_j' \beta \right) \\
+ \min_{i \in I \cup T} \left( u_i - (y_i - 2) - \sum_{r=2}^{y_i - 1} t_r - x_i' \beta \right) > 0 \end{array} \right\} d\beta dt_2 \cdots dt_{L-1}. \]

Noting that
\[ \min_{j \in J \cup T} \left( -u_j + (y_j - 1) \right) + \min_{i \in I \cup T} \left( u_i - (y_i - 2) \right) \]
\[ = \min_{1 \leq l \leq L - 1} \min_{j \in T_l} \left( -u_j + l - 1 \right) + \min_{2 \leq l \leq L} \min_{i \in T_l} (u_i - (l - 2)) \]
\[ = 1 + \min_{1 \leq l \leq L - 1} \min_{j \in T_l} \left( -u_j + l - 1 \right) - \max_{2 \leq l \leq L} \max_{i \in T_l} \left( -u_i + (l - 1) \right) \geq 1/2 \]

for \( u \in C \), we have
\[ \min_{j \in J \cup T} \left( -u_j + (y_j - 1) + \sum_{r=2}^{y_j} t_r + x_j' \beta \right) + \min_{i \in I \cup T} \left( u_i - (y_i - 2) - \sum_{r=2}^{y_i - 1} t_r - x_i' \beta \right) \]
\[ \geq \min_{j \in J \cup T} \left( \sum_{r=2}^{y_j} t_r + x_j' \beta \right) - \max_{i \in I \cup T} \left( \sum_{r=2}^{y_i - 1} t_r + x_i' \beta \right) \]
\[ + \min_{j \in J \cup T} \left( -u_j + (y_j - 1) \right) + \min_{i \in I \cup T} \left( u_i - (y_i - 2) \right) \]
\[ \geq 1/2 + \min_{j \in J \cup T} \left( \sum_{r=2}^{y_j} t_r + x_j' \beta \right) - \max_{i \in I \cup T} \left( \sum_{r=2}^{y_i - 1} t_r + x_i' \beta \right). \]

Thus, by (5.13)
\[ h(u) \geq \int_{(R^+)^{k+L-2}} \left( 1/2 + \min_{j \in J \cup T} \left( \sum_{r=2}^{y_j} t_r + x_j' \beta \right) - \max_{i \in I \cup T} \left( \sum_{r=2}^{y_i - 1} t_r + x_i' \beta \right) \right) \]
\[
\begin{align*}
\cdot 1 \left\{ \frac{1}{2} + \min_{j \in J \cup T} \left( \sum_{r=2}^{y_j} t_r + x_j' \beta \right) - \max_{i \in I \cup T} \left( \sum_{r=2}^{y_i-1} t_r + x_i' \beta \right) > 0 \right\} \\
\cdot \, d\beta dt_2 \cdots dt_{L-1}.
\end{align*}
\]

Letting \( \eta_1 = \beta_1, \eta_i = \beta_i/\beta_1 \) for \( i = 2, \ldots, k \), and \( s_r = t_r/\beta_1 \) for \( r = 2, \ldots, L - 1 \) yields

\[
h(u) \geq \int_{(R^+)^{k+L-2}} \eta_1^{k+L-3} \left[ \frac{1}{2} + \eta_1 \left\{ \min_{j \in J \cup T} \left( \sum_{r=2}^{y_j} s_r + x_j + \sum_{l=2}^{k} x_{jl} \eta_l \right) \\
- \max_{i \in I \cup T} \left( \sum_{r=2}^{y_i-1} s_r + x_i + \sum_{l=2}^{k} x_{il} \eta_l \right) \right\} \right] \\
\cdot 1 \left\{ \frac{1}{2} + \eta_1 \left\{ \min_{j \in J \cup T} \left( \sum_{r=2}^{y_j} s_r + x_j + \sum_{l=2}^{k} x_{jl} \eta_l \right) \\
- \max_{i \in I \cup T} \left( \sum_{r=2}^{y_i-1} s_r + x_i + \sum_{l=2}^{k} x_{il} \eta_l \right) \right\} > 0 \right\} \\
\cdot \, d\eta_1 ds_2 \cdots ds_{L-2}.
\]

By (5.10),

\[
\begin{align*}
\eta_1 \left\{ \min_{j \in J \cup T} \left( \sum_{r=2}^{y_j} s_r + x_j + \sum_{l=2}^{k} x_{jl} \eta_l \right) - \max_{i \in I \cup T} \left( \sum_{r=2}^{y_i-1} s_r + x_i + \sum_{l=2}^{k} x_{il} \eta_l \right) \right\} \\
\geq \eta_1 \left\{ \min_{j \in J \cup T} \left( \sum_{r=2}^{y_j} b_r + x_j + \sum_{l=2}^{k} x_{jl} a_l \right) \\
- \max_{i \in I \cup T} \left( \sum_{r=2}^{y_i-1} b_r + x_i + \sum_{l=2}^{k} x_{il} a_l \right) \right\} \\
+ \eta_1 \left\{ \min_{j \in J \cup T} \left( \sum_{r=2}^{y_j} (s_r - b_r) + \sum_{l=2}^{k} x_{jl}(\eta_l - a_l) \right) \\
- \max_{i \in I \cup T} \left( \sum_{r=2}^{y_i-1} (s_r - b_r) + \sum_{l=2}^{k} x_{il}(\eta_l - a_l) \right) \right\} \\
\geq -\eta_1 \left\{ \max_{2 \leq i \leq k} |\eta_l - a_l| + \max_{2 \leq r \leq L-1} |s_r - b_r| \right\} B,
\end{align*}
\]

where \( B = L + \max_{j \in J \cup T} \sum_{l=2}^{k} |x_{jl}|. \) Hence,

\[
h(u) \geq \int_{\eta_1 > 0, 0 < \eta_l - a_l < 1/(8B\eta_1), 2 \leq l \leq k, 0 < s_r - b_r < 1/(8B\eta_1), 2 \leq r \leq L-1} \]

\[
\cdot \, d\eta_1 ds_2 \cdots ds_{L-2}.
\]
\[ \eta_1^{k+L-3} \left[ 1/2 - \eta_1 B \left( \max_{2 \leq i \leq k} |\eta_i - a_i| + \max_{2 \leq r \leq L-1} |s_r - b_r| \right) \right] \]
\[ \cdot \left\{ 1/2 - \eta_1 B \left( \max_{2 \leq i \leq k} |\eta_i - a_i| + \max_{2 \leq r \leq L-1} |s_r - b_r| \right) > 0 \right\} \]
\[ \cdot d\eta ds_2 \cdots ds_{L-2} \]
\[ \geq \int_{\eta_1 > 0, 0 < a_i - a_l < 1/(8B\eta_1), 2 \leq i \leq k} \int_{0 < s_r - b_r < 1/(8B\eta_1), 2 \leq r \leq L-1} \]
\[ \cdot (1/4) \eta_1^{k+L-3} \eta_1^{k+L-3} d\eta ds_2 \cdots ds_{L-2} \]
\[ = (1/4) \int_0^\infty \eta_1^{k+L-3} \left( 1/(8B\eta_1) \right)^{k+L-3} d\eta_1 \]
\[ = \infty, \]

as desired. \( \Box \)

PROOF OF PROPOSITION 3.1. We first show that (C3) implies (C2). Note that \( \forall t_i \) and \( b_r \geq 0 \) satisfying \( \sum_{i=1}^k |t_i| + \sum_{r=2}^{L-1} b_r > 0, \)
\[ \sum_{r=2}^{L-1} b_r + \max_{i \in I} \left( \sum_{l=1}^k x_{il} t_l \right) \leq \max_{i \in I} \left( \sum_{r=2}^{L-1} b_r + \sum_{l=1}^k x_{il} t_l \right) \]
and
\[ \min_{j \in J \cup T} \left( \sum_{r=2}^{L-1} b_r + \sum_{l=1}^k x_{jl} t_l \right) \leq \sum_{r=2}^{L-1} b_r + \min_{j \in J \cup T} \left( \sum_{l=1}^k x_{jl} t_l \right). \]
It suffices to show that \( \forall t_i \) with \( \sum_{i=1}^k |t_i| > 0 \)
\[ \min_{j \in J \cup T} \left( \sum_{l=1}^k x_{jl} t_l \right) < \max_{i \in I} \left( \sum_{l=1}^k x_{il} t_l \right). \]

Let \( a > 0 \) satisfy \( a'X_1 = 0, \) namely
\[ \sum_{j \in J \cup T} a_j = \sum_{i \in I} a_i \]
and
\[ \sum_{j \in J \cup T} a_j x_{ji} = \sum_{i \in I} a_i x_{il} \quad \text{for} \quad l = 1, \ldots, k. \]
Without loss of generality, assume that
\[ \sum_{j \in J \cup T} a_j = \sum_{i \in I} a_i = 1. \]
Hence,
\[ \min_{j \in J \cup T} \left( \sum_{l=1}^k x_{jl} t_l \right) \leq \sum_{j \in J \cup T} \sum_{l=1}^k a_j x_{jl} t_l \]
\[ = \sum_{l=1}^k \sum_{j \in J \cup T} a_j x_{jl} t_l = \sum_{l=1}^k \sum_{i \in I} a_i x_{il} t_l \leq \max_{i \in I} \left( \sum_{l=1}^k x_{il} t_l \right). \]
Thus, we have
\[
\min_{j \in J \cup T} \left( \sum_{l=1}^{k} x_{jl} t_l \right) \leq \max_{i \in I} \left( \sum_{l=1}^{k} x_{il} t_l \right)
\]
and the equality holds only if
\[(5.15) \quad \sum_{l=1}^{k} x_{il} t_l \equiv c\]
for some constant \(c\) and for all \(1 \leq i \leq n\). Since the design matrix \(X\) is of full rank, (5.15) cannot hold for any \(t_l\) with \(\sum_{l=1}^{k} |t_l| > 0\). This proves (5.14).

Similarly, one can prove that (C4) implies (C2). □

PROOF OF PROPOSITION 3.2. Note that for \(t_r > 0\),
\[
\min_{j \in J \cup T} \left( -u_j + \sum_{r=2}^{y_j} t_r + x_{j} \beta \right) + \min_{i \in I \cup T} \left( u_i - \sum_{r=2}^{y_i-1} t_r - x_i \beta \right) \leq \min_{j \in J, i \in I} \left( -u_j + u_i + \sum_{r=2}^{y_j} t_r - \sum_{r=2}^{y_i-1} t_r - \sum_{l=1}^{k} (x_{il} - x_{jl}) \varepsilon_l |\beta_l| \right) \leq \min_{j \in J, i \in I} \left( -u_j + u_i - \sum_{r=2}^{L-1} t_r - \sum_{l=1}^{k} (x_{il} - x_{jl}) \varepsilon_l |\beta_l| \right) \leq - \sum_{r=2}^{L-1} t_r + \min_{j \in J, i \in I} \left( |u_j| + |u_i| - \sum_{l=1}^{k} (x_{il} - x_{jl}) \varepsilon_l |\beta_l| \right) \leq - \sum_{r=2}^{L-1} t_r + \min_{(i,j) \in T(\epsilon)} \left( |u_j| + |u_i| - \sum_{l=1}^{k} (x_{il} - x_{jl}) \varepsilon_l |\beta_l| \right) \leq - \sum_{r=2}^{L-1} t_r + \min_{(i,j) \in T(\epsilon)} \left( |u_j| + |u_i| - \sum_{l=1}^{k} \min_{(i,j) \in T(\epsilon)} |x_{il} - x_{jl}| |\beta_l| \right) \leq - \sum_{r=2}^{L-1} t_r + \min_{(i,j) \in T(\epsilon)} \left( |u_j| + |u_i| - B(x) \sum_{l=1}^{k} |\beta_l| \right).
\]

Now (3.2) follows from (5.6). □
Proof of Theorem 3.3. Similar to (5.1), we have

\[ \int_{\theta_1 \leq \theta_2 \leq \cdots \leq \theta_{L-1}} \int_{R^k} \|\zeta\|^p L(\beta \mid y) d\beta d\theta = \int_{R^n} \int_{\theta_1 \leq \theta_2 \leq \cdots \leq \theta_{L-1}} \cdot \int_{R^k} \|\zeta\|^p 1\{\theta_{y_i-1} + x_i^T \beta < u_i < \theta_{y_i} + x_i^T \beta, 1 \leq i \leq n\} d\beta d\theta dF(u). \]

It follows from the proof of (5.3) that

\[ \int_{\theta_1 \leq \theta_2 \leq \cdots \leq \theta_{L-1}} \int_{R^k} \|\zeta\|^p 1\{\theta_{y_i-1} + x_i^T \beta < u_i < \theta_{y_i} + x_i^T \beta, 1 \leq i \leq n\} d\beta d\theta \leq A(x, y) \max_{1 \leq i \leq n} |u_i|^{k+L-1+p}. \]

Therefore, (3.7) holds.

As to (3.9), we have

\[ \int_{\theta_1 \leq \theta_2 \leq \cdots \leq \theta_{L-1}} \int_{R^k} e^{\delta \|\zeta\|^p} L(\beta \mid y) d\beta d\theta = \int_{R^n} \int_{\theta_1 \leq \theta_2 \leq \cdots \leq \theta_{L-1}} \cdot \int_{R^k} e^{\delta \|\zeta\|^p} 1\{\theta_{y_i-1} + x_i^T \beta < u_i < \theta_{y_i} + x_i^T \beta, 1 \leq i \leq n\} d\beta d\theta dF(u). \]

Along the lines of the proof of (5.3), one can obtain that there exists \( A(x, y) \) such that for any \( \delta > 0 \)

\[ \int_{\theta_1 \leq \theta_2 \leq \cdots \leq \theta_{L-1}} \int_{R^k} e^{\delta \|\zeta\|^p} 1\{\theta_{y_i-1} + x_i^T \beta < u_i < \theta_{y_i} + x_i^T \beta, 1 \leq i \leq n\} d\beta d\theta \leq A(x, y) \max_{1 \leq i \leq n} |u_i|^{k+L-1} \exp \left( \delta A(x, y) \max_{1 \leq i \leq n} |u_i| \right). \]

Letting \( \delta_0 = t_0/(2A(x, y)) \) yields (3.9). □

Proof of Theorem 3.4. Let \( \zeta = (\beta', \theta')' \). When \( L(\zeta \mid y) \equiv 0 \), the existence of MLE is obvious. If \( L(\zeta \mid y) \not\equiv 0 \), then there exists a \( \zeta_0 \) such that \( L(\zeta_0 \mid y) > 0 \). Let \( M \geq 1 \) such that

\[ F(-M) + 1 - F(M) < L(\zeta_0 \mid y). \]

We next show that there exists \( D \) such that

\[ \sup_{\zeta: \|\zeta\| > D} L(\zeta \mid y) < L(\zeta_0 \mid y), \]  

(5.16)
where \( \| \zeta \| = \max_{1 \leq i \leq k+L-1} |\zeta_i| \), which will imply that

\[
\sup_{\zeta} L(\zeta \mid y) = \sup_{\| \zeta \| \leq D} L(\zeta \mid y).
\]

On the other hand, \( L(\zeta \mid y) \) is a continuous function of \( \zeta \), so there exists \( \hat{\zeta} \) such that

\[
L(\hat{\zeta} \mid y) = \sup_{\| \zeta \| \leq D} L(\zeta \mid y)
\]

and hence the MLE exists.

Observe that if \( \min_{1 \leq i \leq n} \{ \theta_{y_i} + x_i' \beta \} < -M \) or \( \max_{1 \leq i \leq n} \{ \theta_{y_i-1} + x_i' \beta \} > M \), then

\[
L(\zeta \mid y) \leq \max(F(-M), 1 - F(M)) < L(\zeta_0 \mid y).
\]

To prove (5.16), it suffices to show that

\[
(5.17) \quad \min_{1 \leq i \leq n} \{ \theta_{y_i} + x_i' \beta \} \geq -M \quad \text{and} \quad \max_{1 \leq i \leq n} \{ \theta_{y_i-1} + x_i' \beta \} \leq M
\]

implies

\[
(5.18) \quad \| \zeta \| \leq D \quad \text{for some} \quad D < \infty.
\]

Let \( t_1 = \theta_1, t_r = \theta_r - \theta_{r-1} \) for \( r = 2, \ldots, L - 1 \). It follows from (5.17) that

\[
(5.19) \quad -M - \min_{j \in J \cup T} \left( x_j' \beta + \sum_{l=2}^{y_j} t_l \right) \leq \beta_1 \leq M - \max_{i \in I \cup T} \left( x_i' \beta + \sum_{l=2}^{y_i-1} t_l \right)
\]

and hence

\[
(5.20) \quad 0 \leq 2M + \min_{j \in J \cup T} \left( x_j' \beta + \sum_{l=2}^{y_j} t_l \right) - \max_{i \in I \cup T} \left( x_i' \beta + \sum_{l=2}^{y_i-1} t_l \right).
\]

From the proof of (5.7) and (5.8), it is ready to see that (5.20) implies

\[
\max_{2 \leq l \leq k, 1 \leq r \leq L-1} \max(|\beta_l|, |t_r|) \leq 2M/d,
\]

which together with (5.19) gives (5.18). \( \square \)
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