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Abstract. Let X1, Xs,... be a sequence of independent and identically dis-
tributed random variables, which take values in a countable set S = {0,1,2,...}.
By a pattern we mean a finite sequence of elements in §. Torevery i = 00,1,2,. ..,

notes the evenl that the patiern P; occurs in the sequence X, Xa,.... In this
paper, we have derived the generalized probability gencrating functions of the
distributions of the waiting times until the r-th oceurrence among the events
{E: 12 We also have derived the probability gencrating functions of the dis-
tributions of the number of occurrences of sub-patierns of length (I < k) until
the first occurrence of the pattern of length k in the higher order Markov chain.

Key words and phrases:  Sequence patterns, runs, sooncr and later problems,
r-th cecurrence problem, discrete distribution of order &, generalized probability
generating function, higher order Markov chain.

1. Iatroduction

In recent years exact discercte distribution theory related to succession events
has been developed. Typical digtributions are called discrete diséributions of order
k. For example, Philippou et al. {1983} introduced the geometric distribution of
order k. The geometric distribution of order & is the distribution of the number
of trials until the first oceurrence of the k-th consecutive succession in a sequence
of independent Bernculli trials with common success probability p. There are
some applications of the geometric distribution of order &, for example, the cval-
uation of a start-up demonstration test (Hahn and Gage (1983) and Viveros and
Balakrishnan (1993)). The geometric distribution of order £ is one of the sim-
plest waiting time distributions. Several waiting time problems have been studied
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by many authors in more general situations (Li (1980), Gerber and Li (1981),
Ebneshahrashoob and Sobel (1990), Ling (1990}, Aki (1992), Aki and Hirano
(1993), Balasubramanian ef al. (1993), Fu (1996), Fu and Koutras (1994), Uchida
and Aki (1995) and references therein).

An interesting class of waiting timeproblems was proposed by Ebneshahrashoob
and Sobel (1990). They obtained the generalized probability generating functions
of the waiting time distributions for a run of “0” of length r or (and) a run of
“1” of length k whichever comes sooner (later) when the sequence Xy, X, ... is
constructed from Bernoulli trials, that is, X’s are 1.i.d. and {0, 1}-valued random
variables. Uchida and Aki (1995) applied the sooner waiting time problem to the
volleyball game.

Let X7, Xa,... be a sequence of independent and identically distributed ran-

dom wvariables, which take values in a countable set S = {0,1,2,...}. By a
pattern it means a finite sequence of elements in S. Suppose tha.t a sequehce
of positive integers {k; }""0 is given Let P, = “a;1a:2---a;, be a pattern.

attare AF lanot 3
Ther. P; is the pattern of length k;, where k; is udmbcr Of its elements in the

string. Let {P;} be a set generated by all the elements of the pattern P, that is,
{P} = {a.1,a;9,.. .,k }- In this paper, we assume that {F}({FP;} = ¢ for
i# jand a0 <apa < -0 < apg, for 1 = 0,1,2,.... This assumption is not so
strong because if Py does not satisfy the above condition we can partition Fy into
several subpatterns so that increasing order can be maintained in each subpattern.
For every i = 0,1,2, ..., we denote by E; the event that the pattern P; occurs in
the sequence X, X2 .....

In Section 2, we firstly obtain the probability generating function of the dis-
tribution of the waiting time for the occurrence of the event Fy in the sequence
X1, Xa,.... Next, we have the generalized probability generating function of the
distribution of the waiting time for the sooner occurring event between Fp and Fy
in the sequence X1, X5,.... Finally, we derive the probability generating function
of the distribution of the waiting time for the later occurring event between £y and
E; in the sequence X1, Xa,.... In Section 3, we obtain the gencralized probability
generating function of the distribution of the waiting time until at least one of
the events {F;}%¢, occurs. Next, we have the generalized probability generating
function of the distribution of the waiting time for the second occurrence among
{E;},. Here, “the second occurrence” means the occurrence of another event
excepting the first event among the events {E;}2,. In general, the generalized
probability generating function of the distribution of the waiting time for the r-th
occurrence of the event among { E;}°2 is considered. Aki (1992) solved this type
of problem when Fj, for every i = 0,1,2,..., is the event that a run of “" of
length k; occurs in the sequence X7, Xo,..., that is, the waiting time problem
for the r-th occurrence of the event among {E;}22,. However, in this paper, the
probability distribution of waiting time of r-th occurrence of a compound pattern
could not be obtained from our generating functions.

For the derivation of the main part of the results, we use the mmhud of
generalized probability generating function (Ebneshahra.bhoob and Sobel (1990)).
Aki and Hirano (1994) showed that, when {0, 1}-sequence follows the first

order Markov chain, the distribution of overlapping occurrences of success-runs of
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length [ until the first consecutive & successes is the shifted geometric distribution
of order k — I with the support {k -1+ 1,k —1[+2,...}, where we usually regard
the valued 1 as success and the value 0 as failure. Further, Aki and Hirano (1995)
extended the result and studied the joint distributions of the numbers of trials and
of outcomes such as successes, failures and success-runs until the first consecutive
k successes in the firgt order Markov dependent trials.

Now suppose that {0,1,2,...}-sequence follows the m-th order Markov chain.
Let 5 = “aiaz---a;” be a pattern of length k, where a7 < gy < ... < ag.
A pattern Sy = *azay - ap” is called a sub-petiern of the pattern Iy for [ =
1,2,...,k — L. In Section 4, we study the distributions of number of cccurrences
of sub-patterns of length I, that is, S; until the fivst occurrence of the pattern Fy
of length k. Throughout the last section, let &, [ and m be fixed positive integers
such that m <! < k. We denote by Gi(p) the geometric distribution of order k&,
and by Gi(p,a) the shifted geometric distribution of order k so that its support
begins with a.

2. Waiting time problems for two patterns

2.1  Waiting time problem for a single pattern
Let X1, X5, ... be a sequence of independent and identically distributed ran-
dom variables, which take values in a countable set S = {0,1,2,...}. Let p; =

P{X, =i}, i =0,1,2,.... Let By = “ayas---a;” be a pattern of length &,
where a; < ag < --- < ar. Let Ey be the event that the pattern Fy occurs in
the sequence Xy, Xs,. ... In this subsection, we consider the distribution of the

waiting time for the occurrence of the event Fy. Let 7 be the waiting time for
the occurrence of the event Fy. Let ¢(t) be the p.g.f. of the distribution of the
waiting time 7. Let tg be an arbitrary positive integer and let cp"( ) be the p.g.f. of

the conditional distribution of © — tg given that the pattern ° a1an <+ q;” has just
occurred at the to-th trial, where i = 1,2,...,k and ©*(¢) = 1. We also note that
@'(t),i=1,2,...,k does not depend on 1‘0 Then pand @', 1= 1,2, . k satisfy

the following sybtem of linear equations:

(21) \p prnf\ﬂ +( 7p&1)t(.9:
(2'2) @' —puz+1 ‘PLH +pa11{a 11 # (11}1{(13 % al}t"f/
JrpCLl]'{a”i-i-l 7& al}l{a"i = al}tif”“ (1 — Paiia _pall{a‘i+l # al})tip
fori=1,2,....k—1,
where for i = 1,2,... K,
_ 15 if a :/é ap,

Hai # a1} _{ 0. if o;=ai.

We set that fori =1,2,...,k—~ 1,

Aj = po, Haiys # ai}l{a; # a1},
B,,; = Po,ll{flw'] % al}l{ai = (1.1}.
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From (2.2}, we obtain for ¢ = 1,2,... k- 1,
(2'3) (1 - Btt){lot - pai+]t:fgi+1 + Alt{pl + (1 - pai t1 - A?, - Bl)t(fg
Here, we set that for i =1,2,...,k — 1,

o paﬁ_lt
YT T B
At
ﬁ'i - 1—Bit,
(Y —pa,, — A — Byt
T 1— Bit '

From (2.3}, we obtain for i = 1,2, ...,k — 1,
¢ = o+ Bt + v

So, we have

k-1 [i—1 k=1 [i-1
(2.4) {H ar| + [ es| B + D [T e | wes
i=1 | j=1 1= | g=1
where we define that H?:lozj =1.
From (2.1) and (2.43, we obtain
k-1 ] k-1 fi-1 ] k=1 [i-1
1— (1= pu it = pait | [[ | + D V[ | Beparte’ +Z Ha; PaitYitp
Li=1 E i=1 J2=1

vt [T, + 3 |TLeo| 01— 1= mile

Li=1 i=1 |j=1 |
k=1 {i—1
+ Z H & | Pa, Vi
a=1 | j=1
k=1 k=1 }i—1
= Pait l %} = > (Il es| (Bt = (1 = pa)t] + pa tide
=1 i=1 | j=1

k—1 |i-1 P At
I
+ _ Haj [ ( t)ﬁ? 'kpalt_pulta'i:‘ @
i=1 {j=1
k—1
— pﬂ.lt l: O{_.,:|
p==]

kE—1
t
+ w(l—t)E p?_B{ Haj + Pg, b palt(Ha{)
g2z ]
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Hence, we have
LEMMA 2.1, The p.g.f. o{t) is given by

T{t)

AU

where -
¢ e
F(t) — Pa, (l—[f:l o )

k—1 Pat — At iy ‘
14 Zi:l C;l_ B'tt (Hj:1 C\!j)
i3

2.2 Sooner waiting time problem for two patterns
Let Py = “ajay---ai” be a pattern of length k and let Pp = “bibs - - 8" be

a pattern of length /. We assume that {Po} (WA} =¢ and a1 < ax < -+ < ay,
by < by < .- < b, Let Eg be the event that the pattern Py occurs and let Ey be the
event that the pattern P; occurs in the sequence X1, Xa,.... In this subsection, we
consider the distribution of the walting time for the sooner occurring event between
E, and E;. We dcrive a generalized probability generating function (g.p.g.f.) by
adding markers z;, i = 0,1. Here, z; represents that the sooner occurring event
is B;. Let 7 be the waiting time for the sooner occurring event between Fy and
Eq. Let ¢(t) be the g.p.g.f. of the distribution of the waiting time 7. Let {5 be an
arbitrary positive integer and let ¢*(¢) be the g.p.g.f. of the conditional distribution
of 7 — tg given that the pattern “ajas---«,” has just occurred at the fo-th trial,
where i = 1,2, ..,k and ¢*{t) = z5. Let ¢;(t} be the g.p.g.f. of the conditional
distribution of 7 — ty given that the pattern “b1bs---b;” has just occurred at the
to-th trial, where 7 = 1,2, ..., 1 and ¢;(¢) = z7. We also note that ' (t) and ¢; (),
i=1,2,...,k;7=1,2,...,1 do not depend on %;.
hat fort = 1,2,...,k— 1,

Ay = pa,Haip a1} Ha # ar},

B; = pag,Haiv1 # ar1}l{a; = a1},

and for j =1,2,...,1 -1,
Cy = po Wbjpr # b }1{b; # b}
Dy = pp, 1{bj41 # b1} 1{b; = I}

Then ¢, ¢* and ¢,, i = 1,2,...,k; 7 = 1,2,...,1 satisfy the following system of
linear equations:

L
L

—t

TV o werls SO
aere, we s

(2.5) P = pate' + putor + (1 Doy — piy )b,
(2.6) ¢ = pa, 1t + Aty
+Bitp" + pytor + (L= pa,_, — Ay — Bi — o, )ty
for ¢=12,... k-1,
(2.7) @5 — o, b + Ot
+Dtes + patet + (1= po,_, — Cj — Dj — pa )tip,
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for §=1,2,...
We set that fori = 1,2,...,k — 1,
o pﬁ"i+}t
¢ 1— Bt
Ajt
B = 1Bt
o 1
T I Bt
& = (1 — Pa,yy — A B pbl)
! 1— Bt ’
and for y=1,2,...,0— 1,
LA,
Gt
= 1Dyt
_ 1
i T 1-Dt
6' _ (1 — Py — Cj - Dj _pﬂ1)t
g 1 Djt '
From {2.6) and (2.7}, we have
(2.8) ¢ = o™t 4 B’ +pptvier + i, for =12, k—
(2.9)  @; = m@ir1 + e + pagtviet +Ep, for j=12,..,
From (2.8) and (2.9), we have
l’k—] l—k 1 {1—; \ 'l
(2.10) ob = TTQ zo+ 1Y {TTo; '
11 Y LJ \11 ’ ’J
:1 1.:1 =1
E-1 fi-1
+ Z H Qg4 Y Prtpr + Z Haj & | @,
i=1 \j=1
m - Foit [ict 1
(2.11) or =[] m|z+ H pil et
:=L i=1 \j=I
k-1 k—1 fi-1
+ Hng Parte! + n | &ty
Li:L \J:L 1 L,,:] \jil / 1

From (2.5}, we obtain

(2.12)

f1-Q1

— Pay — Do Jt}P = Pa, b + Do, b

[—1.
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From (2.10) and (2.12), we have

k-1 -1 fi-1
o HO"" xo + Z HOA;‘ Bil
i—1 i=1 V-1
(-1 fi-1 i
+ Xy i [{1 - (1 — Pa, —pbi)t}gp —paltlpl]
=1 4=t |
1 (?;—1 \ i
+ 2{: LJ.aj 52 ¥
=)

From (2.11) and (2.12), we have

k-1 fi-1
o+ [ Hm) u} 1

i=1 \j=1

[e—1 fi-1 ]

_?=l ‘j.l |
(k-1 i1 )
+ m| &y
Li=1 \j=1 |
ki1 k=1 fi-1
= {H m} T — Z H"?j {Po, tvi — i) | 1
=1 i=1 \j:l
E—1 k-1 fi-1
+ 1= (H m) + Z ;| {potvi — pi) | @
i=1 i=1 \j=1
Here, we set. that
k-1 fi—-1
Hy(t) =1+ 11 | Waitv — B,
i=1 \j=1
TR SEREA
Hit) =1+

(H ”") (Po tvi = 13)-
=l

i=1
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Then, we have

. I e (1) )
(2.13) o' = —Ho—l(ﬁ*ﬂfo'i' [1 - Tgl(t)_ ¥,
‘ (IZim) (ILZym)
1y 0 R R O
From (2.5), (2.13) and (2.14), we obtain

- ) pu[f(n at) pblt(Hill Tli}
(2.15) = 1¥b(t1 Tg + 1?1(tf z

P t(I15 @) pot(TEZ )
B [t TR me |7
We set
Falt) = Pl (Hf"f )
L (LT
F[(t) . Pin (H? lnl)

S ””“ (IL L)

From (2.15), we obtain
PROPOSITION 2.2.  The g.p.g.f. ¢(t) is given by

_ Fy(t)ze + F{t)zy
p(t) = 1 R B

Erample 2.3.  If Py = “135” and P, = “246" in Proposition 2.2, we have

Fo(t) = pitpatpst,
Fy(t) = patpatpst.
Then we obtain
o(t) = Pripatpstzo + patpatpela .
1 — ¢ + pripstpst + patpatpet

2.3 Later waiting time problem for fwo patierns

In this subsection, we consider the p.g.f. of the distribution of the waiting time
for the later event between Ep and E,. Let 7 be the waiting time for the later
oceurring event between Eg and Ey. Let ¢(t) be the p.g.f. of the distribution of
the waiting time 7. We set

-1
pblt(H ]_ 7’h)

Alt) =
L+30 ”’"’ (ﬂ;‘% )

Then, we have
k]
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ProprosITION 2.4.  The p.g.f. o(t) is given by
: A{t) L'(t)
Bz * Wiy
L —t+ Folt) + Fi(t)

o(t) =

Proor. In Proposition 2.2, xg can be regarded as a marker which means that
the event Fy occurs sooner. From the marker, we can sce that the later occurring
event is F,. Here, we note that x; is the p.g.f. of the conditional distribution
of 7 — tg given that the sooner event F; has just occurred at the fo-th trial. In
Lemma 2.1, we denote by ¢(t) = @(t; “ay - --ai”) the p.g.f. of the distribution of

1
T £
1

o NS A5 FU S I SR i T aTs - 1. .
LIle walllllf LIIE RO LOC OCCUIrIenee o 1

+ PRESTSES T L L P N Ty
LIIE €VEILL L. 111€1, WE 1ldve

wg = @(t; “by - B7).

Similarly, we have
x; = p(t; %ay - ag”).

This completes the proof.
3. Waiting time problems for countably many patterns

3.1 The first oceurrence problem for countably many patterns

Let Xy, Xa,. .. be a sequence of independent and identically distributed ran-
dom variables, which take values in a countable set S = {0,1,2,...}. The sequence
{k:}22, is a given sequence of positive integers. Let I, = “a;1a;2---a.x,” for
i=10,1,2,... be the pattern of length k;. Let p; ; = P{X| =a;;},¢1=0,1,2,.. 2
J=1,2,.. . k;. We assume that {3} (WP} =¢fori#j,andayy <app<--- <
apg, for t =0,1,2,.... Fori = 0,1,2,..., we denote by FE; the event that the
pattern P; occurs in the sequence X1, Xa,. ... In this subsection, we consider the
distribution of the waiting time for the first occurrence of an event of {F,}2,. We
derive a generalized probability gencrating function {g.p.g.f.) by adding markers
x:, t = 0,1,2,.... Here, for each 4, x; represents that the first occurring event
among {F,}, is F,. Let 7 be the waiting time for the first occurrence of an event
of {E;}32,. Let ¢(t) be the g.p.g.f. of the distribution of the waiting time 7. Let
to be an arbitrary positive integer and let ¢, ;(t) be the g.p.g.f. of the conditional
distribution of 7 — ty given that the pattern “a; ;0 ---a; ;7 has just occurred
at the to-th trials, where i — 0,1,2,...; j = 1,2,...,k; and ¢, (t} = z,. We
also note that ¢, ;(¢) does not depend on £y, Here, we set that for i = 0,1,2,..
G=1,2, .. ki — 1,

A o= pa,  Haigo # e f{a; # aint
B = paHaijm #ain e =ah

Then ¢ and ¢; ;, ¢ = 0,1,2,...; 7 = 1,2,...k; satisfy the following system of
lincar equations:

(3.1) b= Zpi,]ff,l"i,'l + (1 - ZP&J) to,

i=0 =0
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o0
(3.2) Gij = Pijeitiger + Y Pitdia + At
1=01#i

1=0,1£4
for i=0,1,2,...; =1,2,

o0
+ B; jté; 5 + (1 — Pijil — Z P — A — By \ te,
\ /
2,.

ox
(3.3) @ikt = Piktzi+ Y Pritbi1+ Ak, 119
1=0,11

+ Bk —ttdik,—1+ | 1 — Pik, Z Pt — Aig,—1 — Big 1

1=0,1£

sk — 2,

to,

for 1=0,1,2,....

We set that fori —0,1,2,...;5=1,2,...,k — 1,

pai..?"f'lt
g = —2
’j 1-—-B;;t
A, it
Bij = =,
' 1- Bi’jt
_ 1
Y = 1-— B,,;!jt,
s 9]
(1 = Pas jo1 — Zf;ﬂpl,l — Ay~ Bm‘) t
5- - = - : .
a3 1— Bi’jt

From (3.2) and (3.3}, we have

oc

(3.4) $ij = Cighugrt + Big D, Pratéiy + vidia + 80,
1=0,1#i

for i=0,1,2,...;5=12,...

7ki —27

o0
(3.5)  Bik 1 = Cigm1%i T Biko1 D PLAtOLI + Vike 1041 + Bik—10,

1=0,i71
for 4=

Irom (3.4} and (3.5}, we have, for each ¢ =0,1,2,...,

(3.6)  ¢in = ’Vk]i—:fai,ml z; + [Z (ﬁ O-um) ﬁe,rw [ i pl,ltd?l,l}

[r=1 1 [t=0a#i

+Zl (H atm)%r@zl‘FkZ_l (H a”)éwgb

m=1 m=1

1 N
S 1,200

7
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From (3.1), we have

(3.7) > padi = ll - (1 - me) t} @ — pijatdi.

1=0 {5 =0

From (3.6) and (3.7), we obtain, for each : =0,1,2,...,

ki—1
‘?51',1 = lH X m

&+
m=1]
ki —1 r—1 ki—~1 fr—1
N TT o) o Aok \ - ~
- I-L ll i m 'u‘i,T'J P’n‘.,lt(}—’a,l + LJ \1—[ ui!m} )’i,r¢i,1
r=1 m=1 =1 m=1

ki—1 r—1
+Z (H ai,r) Eird
r=1 m=1
ki1 ki—1 r—1 ) _ ‘
ﬂ];:I1 ai,mJ Z; — Z (H sz,m) %%1

r—=1 m=1
k,—1 ki—1
I pial — Ayt
1- 4T m-"r.m', — .
+[ (Elan)+§(1nl—_[ ) I — Bt ]qﬁ

Here, we set

ki—1 r—1 p-lt—A' "
t)—1+z Hai,m W, for i=0,1,2,....

m=1

Then we have, for each ¢ =0,1,2,...,

ki—1 [ ky—1 )
(3'8) ¢i,'l :ﬂmﬁl} 1+{1@—mﬁ(?———)tm]}¢_

From (3.1) and {3.8), we obtain
= b, t aam G
IR H(t; ot pato
=0 i=0

va lt 1a?m]¢"

We set

i—1
i(t).—p’”[gm(tia””], for i=0,1,2,....

Consequently, we have
THEOREM 3.1.  The g.p.g.f. ¢(t) is given by

Za:oio Gi(t)l'é
[t Lo GilD)

¢(t) =

[E (] ( 5

665
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3.2 The second oceurrence problem for countably many patterns

In this subsection, we consider the g.p.g.f. of the distribution of the waiting
time for the occurrence of the second event among {E;}:2,. For each ¢ and j
satisfying ¢ # j, #;; denotes the marker which means that the first occurring
event is £; and the second occurring event is E; among {E;}>°;. Let 7 be the

waiting time for the occurrence of the second event among {FE; }°,. Let ¢(t) be
the g.p.g.f. with markers {z; ;} of the distribution of the waiting time 7.

THEOREM 3.2.  The g.p.g.f. (1) s given by
Yx J ( )xt i

_'_J ‘J
o iz
2= Gilt) 1— t+Zc}ln G;{t)

4
9 = 1—t+ 3 oGt
Proor. In Theorem 3.1, z; can be regarded as a marker which means that
the first occurring event among {£;}7°, is ;. From the marker, we can see that
the second oceurring event is another event excepting the first event F; among the
events {£;}2,. Here, we note that x; is the p.g.f. of the conditional distribution
of the waiting time 7 — ¢ given that the first event £; has just occurred at the
to-th trial. So we denote by z; the g.p.g.[. of the distribution of the waiting time
for the occurrence of the first event among {E; };"i[} i From Theorem 3.1, we
have, foreach ¢ = 0,1,2,...,

X, Gtz

T lthrZO:’ Gty

This completes the proof.

3.3 The r-th occurrence problem for countably maeny patierns

In this subscction, for each integer r > 2, we consider the g.p.g.f. of the
distribution of the waiting time for the occurrence of the r-th event among { E;}72,.
We use markers ¥, ; ;,Z; 1, ... 45 in the previous subsections; for example, the
marker ; ;; means that the first occurring event is Ej, the second event E; and
the third event is £;,. We denote by ¢ = ¢ (t; 2,300 = 0,1,2,...) the g.p.g.tf
of the distribution of the waiting time for the first occurrence among {£;}2,.
In gencral, ¢, = ¢ (¢ 20y in.init1,02,..-,5 = 0,1,2,...) denotes the g.p.g.f. of
the distribution of the waiting time 7 for the occurrence of the r-th event among
{E;:}724. From the meaning of onr problem, if j # [, then i; # i, holds. We set

w"51112a---ﬁ;'1~—1 (t3 iy in,.ir_1.d> J 7é IRT TN ‘)

j":o Ci(E)Tir i, ir 1
- FE I T |
-t G;(t)

FFAIL A2,
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Then, we have
THEOREM 3.3.  For each integer v > 2, it holds that

‘br{t; Ly i ips Uy te=0,1,2, )

= Or 1B Tiy iy, iy = Wi in,yiv A iy igein o150 )

The right hand side of this equation means the formula which is obtained by replacing
every marker Toy u, i,y Qe 1 (800 i,y ) OY Winia,iesy (6 Ty iaiesy 5)-

Proor. In Theorem 3.2, z;; can be regarded as a marker which means
that the first occurring event is £; and the second occurring event is £; among
{E;}?,. Similarly, 2, ;, .., can be regarded as a marker which means that
the I-th occurring event is E;, for { = 1,2,...,r — 1 among {£,;}>,. From the
marker, we can see that the r-th occurring event is another event excepting the
events Fy , Fi,, ..., By, among {E;}5%,. Here, we note that x,, ,, ;. , is the
p.g.f. of the conditional distribution of the waiting time T — #; given that the
events F, , F;,,...,F, _, have already occurred until #p-th trial and the event
E;__ | has just occurred at the ¢p-th trial. So we denote by x;, 4, .., the g.p.g.f.
of the distribution of the waiting time for the occurrence of the first event among

R e s ) .
{1‘_'/3,}j:&j;hl_i2 _____ s,_,- From Theorem 3.1, we have

X3
20 Gi{E)Tiy igensivn g
g ) o JF 2, e 1
11,82, tpel o0
L-t+37, G;{t)

FFEI 2, i

This completes the proof.
4. Number of occurrence of sub-pattern in higher order Markov chain

In thig Section, let &k, 1 and m be fixed positive integers such that m <1 < k.
Let X 1. X myo,--., X0, X1,... be a {0,1,2,...}-valued m-th order Markov
chain with

g oyl = P[Xumu{-l = ay, X—1n+2 = a2, .. :XO - a'm]:
=PX, = apst|Xicm = a1, Ximnp1 = a2, .., Xi1 = |,

pam_,_llai,...,am
for a1,....0myp1 = 0. 1,2, ..and ¢ = 1,2,.... Fora,...,ame1 =0,1,2,..., we
assume that 0 < py | jay..¢, < 1. Let Py = “ajaz---a” be a pattern of length
k, where ap < an < -+ < ag. We denote by 5) = “ajay---a;” the sub-pattern of
Poforl=m,m+1,....k — 1. Let Ey be the event that the pattern Fy occurs
in the sequence X, X»,.... We denote by 7 the waiting time for the occurrence
of the event Ey. We derive the distributions of the number of occurrences of
sub-patterns of length I, that is, 5; until v and if the sub-pattern 5; is a run,

wo obtain the distributions of the number of overlapping occurrences of runs of

of the conditional distribution of the number of occurrences of sub-patterns of
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length [ until v given that X471 = @1, X-mye = a2,...,Xo = ar,- Suppose
we have currently sub-pattern of length I, that is, “ajas---a;” in X, X;—1,....
Then, we denote by ¢, (¢} the p.g.f. of the conditional distribution of the number
of occurrences of sub-patterns of length ! from this time until 7. We are waiting
for the first occurrence of the pattern Fy of length k. Then, starting from any
initial state (ay,...,an,) we observe the first occurrence of the sub-pattern S; of
length ! somewhere in X;, X;41,... with probability 1. By considering the m-th
order Markov chain just after the first occurrence of the sub-pattern Sy, we see
that
plarem) — by for each initial state (a1,...,am).

This shows that all the conditional distributions are equal to each other and they
do not depend on their initial conditions. Hence, we denote ¢ = t¢; = platvnam)
Then it is easy to see that

{
qfa,g = paH,lla;,,er;---a:AH-l (t)¢i+1 + p&giﬂ,gfm{fl"'ﬂ[ Bt+lt¢£

+ (1 - pa,+1|a¢ e pltar paglag_m+1 RN ¥} 5£+1)¢:
D1 = Payalarmso—arps Ar2(BG112 + Payy s jar myoarer Blrat@re

S + (1 ~ Pajislai—myzarir T pm+1|a1—m+2"'ut+1Bl+2)¢'?

¢'k:--l = paklﬂ.k,"l---ﬂk _1Ak{t) + pak_1|ak_m---ak_1Bkt¢k—l
L + (1 = Pag|ak—m-—ar_1 — pﬂk—1|ak—m---ak—1Bk)¢7

wherefori=1+1,...,k,
Ai(t) = Hai = a1}t + Yo # ar},
B; = Ha;-1 = a1}1{a; # a1 }.
Here, we set that for¢ =1+ 1,... k&,

pai\ai—m-“aé—1Ai(t)
- Pao, la.,_muﬂ.:_lBitj

a;(t) =

1 Pajlagm-aimy — paz’—llai—'m"'afi—-lBi

1 - pa.;fl ‘ai—m'“aifl Bbt

Bi(t) =

Then, we have the system of linear equations:
(&= ()1 + B ()9,

\

P11 = appa(t)diga + B2 (B)d,

Bre—1 - op(t) + Be(t)e.

By solving this system of linear equations, we obtain

k k i1
b = [H in(t)} + 3T @] B

i=l+1 i=i+1 {j=I+1
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Then, ¢ = t¢; implies the following result.

THEOREM 4.1.  The p.g.f. ¢(t) is given by

Y HO);

$ = ,
tzg J+1{HJ [+1 aj(t)]ﬁi(t)l

g

where fori=141,... k,

Paylas—m--ai_i (110 = a1}t + Ha; # a1 })
1 = Parylasemasy H@im1 = a1 }1{a; # a1}t’
ﬁ&(t) _ 1= Posjaicmaim1 — Pai1|aiomai Ha;1 = a3 1 {a; # a1}
1 — Do e meae Haicy = ar}{a, # a1}t

COROLLARY 4.2.  If there exist some 4,7 (= 1,2,...,1) such that a; < a; (i <
i), then the distribution of the number of occurrences of the sub-patterns of length
! uniil the first occurrence of the pattern of length k in X1, Xa, ... i5 the geometric
distribution of order 1, G1(11,_i11 Paslasm-—ai_1)-

Cfi(t) =

PROOF. By setting o (t) = Paijasm--ai_1: Bilt) = 1 — Paslas_me-as_y OF & =
{+1,...,k in Theorem 4.1, we obtain
[Hf 141 Paslacm-aia |t
tZL z+1[H3 7£+1 Pajlaj_m-aj— O = Dajiay aisy)
Tl Pastas mases |t
1—-t+ [Hz {+1 Pas|aiomai— 1]t

This completes the proof.

COROLLARY 4.3. Ifay = aq — -+ = ag, then the distribution of the number
of overlapping occurrences of “ay”-runs of length | until the first occurrence of
“a07 -run of length k in X{, Xa,... is the shifted geometric distribution of order
k—1, Gk—l(pa1|a1--~u1 k14 1).

ProoOF. By setting o;(t) = Payjag--ar ts Bi(t) = 1=Paijay v, fori=1+1,... k
in Theorem 4.1, we obtain

k
¢ = [Hi:l—{—l pa].lal'"tnt]t
T a4 ik mri—l NIZES 3
L =12 =1l =1 Parlarar UV — Fayfag-ar )

k-~1 k: [}
pﬂllm_“' 1 +1(1 ~ Paz e 1t)

1t 4+ (1= Payjag e ) E(Parjay e BT

This completes the proof.

Remark. If we assume that X’s are {0, 1}-valued and let a; = 1, then Corollary
4.3 agrees with Theorem 23.2.1 of Hirano et al. (1997).
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COROLLARY 4.4. Ifay =ay = -+ =a; < ai41 < -+ < ag, then the p.g.f. of
the distribution of the number of oveflapping occurrences of “a)” -runs of length I
until the first occurrence of the pattern of length k in X, X, ... is given by

oo — I 14 Paslos st
(1 - t)(l + pa:+1\ﬂ.i—m—1---a: ) + [Hf:IJﬂ pm\ai—m“'ai—l]tz

Proor. In Theorem 4.1, we set that

pa!+1|(117m+1'"ﬂ.!t
Cf,g_}_].(t) = 3 i
— Parlap1-ar®

ﬁl—}—l(t) _ 1 —Pajiilar—miroar 7 Poglag g1

3
1- pﬂtlﬂt—rn—l“'alt

and fori=142,...,k,

@i () = Paslaipnai1s
,Bi(t) =1 - Pig |ts— i1 -
From Theorem 4.1, we have
awwmniwywww
1 - t(ﬁHl( )+ Z; .5+2[H; {+1 C“J(f ﬁe(t )
app (OTE s s (D]
1~ (B (1) + a1 (8 o T2y 2 5 (D]5:(2))
s (8) [Ty a (D)
1~ {1 (t) + o (B[ = [Ty ()
ap1{t) [Hz {+2 i ()|t
1 — (gt (8) + B ()t + ar (115 g ca (D]
ar (OTTE o ()]t

(= O+ Parsfarn el + o1 (D[ [epsp (1)t |

I p("llﬂl—m—l“'alt

This completes the proof.
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