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Abstract. This paper gives a condition which implics the nonexistence of
parametric statistical procedures with bounded risk or error performance char-
acteristics. Many examples for which such a condition is satisfied are consid-
cred.
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1. Introduction

Let X be arandom vector with distribution Py, 8 € ©, where © is a paramcter
space. Consider the following two goals of making inferences about a function
7 = 7(#). We assume that 7 is real-valued for simplicity, though an extension to
a vector-valued fitnction is easy.

(I} Bounded risk. Let L{f,a) = w(la — 7(#}) be a loss function, where
w(u)(> 0) is a given funetion nondecreasing in (0, 00) and sup,,»qw(u) = M{< oc).
Then the goal is to find if there exists an estimator 7{X) of 7 such that

(L.1) Ep{L(0,7(X))} < W,

where W{0 < W < M) is a given constant.
(IT) Hypothesis testing. Consider a hypothesis testing Hy © 7 = 79 agalnst
Hy 7 =7 {15 # 711). Then the goal is to find if thore exists a critical function
#{ X} such that the probability of error of first kind is less than o (0 <« < 1) and
the power is greater than 1 - 3 (0 < 3 < 1), where o and 3 are given constants.
For example, let w{u) = 1 for 4 > p(> 0) and zero otherwise. Then the goal
(I) is equivalent to finding if there exists an estimator 7(X) of 7 such that

Pl X)y—7|<pp =1 - a
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where o (0 < o < 1) is a given constant (fized-width confidence interval).

For the location parameter of the location-scale family, Lehmanr (1951)
showed that there do not exist estimators for the goal (I}, Stein (1945) proved
a resuit, which implies the nonexistence of critical regions for the goal (I1} with
< 1 — [ for testing the mean of a normal population with unknown variance;
but his argmments can he extended to the general location-seale family. For the
details, see Chatterjee (1991) {cf. Takada (1986, 1988)). Blum and Rosenblatt
(1969) got the similar result for the scale family. Sce also Hoeffding and Wolfowitz
(1058), Singh (1963}, and Gleser and Hwang {1987). The purposc of this paper is
to give a condition for the nonexistence of statistical procedures in terms of the
distance of distributions.

In SBection 2 we consider wulti-parameter distributions. Applications are con-
sidercd in Section 3, in which we treat the location-scale family, errors-in-variables
regression model, and calibration problem. Section 4 considers one-parameter
distributions.

2. Multi-parameter distributions

We define a distance between probability distributions by

(2.1) (0, 6") = Sup [Po(A) = Fy (A)]

for 6,6 € ©, where B denotes the Borel sigma field of the sample space of X.
Then it holds that

(22) A0.0') = sup [Egd{ X )~ By d(X)
P

and

(2.3 40,0 = 3 [ 19(e16) - gt | 0} (o),

function of X with respect to a measure v. See Hoeffding and Wolfowit (1958),
p. 709.

In this section we assume 6 = (7, A) with some vector A and the range of 7 is
unbounded. Consider the following condition; for any 7 and 7'{1 # ')

(2.4) )l\im d(g, 8y =0,

where 0 = (7, A), ¢ = (7', A) and a is some constant vector or infinity. Then we
get the following two theorems. Though the essence of the proofs are almost the
same as those of Stein (1945) and Lehmann (1951) (sce Chatterjee {1991)), they
are addoed for the sake of completeness.

THEOREM 2.1. If (2.4) is satisfied, then there do not exist estimators for
the goal (I).
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Proor. Suppose that therc exists an estimator 7{X) of 7 such that (1.1) is
satisfied. By the Markov ineguality, it holds that for any p(> 0)

Eg{L{0,7( X))} = w(p)Pp{|7(X} — 7] = p}.

Hence for p with wig) > 0

(2.5) Po{7(X) — 7| < p} =1 - E{L{8,7(X )}/ w(p)
> 1 —
where o = W/w(p). Since W < M, there exists a p{> 0) such that 0 < « < L.
Let r be any positive integer. Choose 7p,..., 7. such that |7; — 75 > 2p for
i # 7. Let

Ci = {a; |7z} -l < p}.
Then C; N C; =B for i £ 7 and from (2.5)

(2.6) P {(C) > 1 —a,
where #; = (73, A). 1t follows from (2.1} and {2.4) that there exists a X such that
[Py (Ci) — Pa(Ci)] < (1 — a)/2
lor i = 2,...,r. So from {2.6) we get
Py (Ciy > (L —a)/2.

Because the Cy's are mutually exclusive,

Py, (U c) =" 1%, (C)
=2 =2
S D a2,
which is frnpossible since r is an arbitary integer. So the proof is comploted.

THEOREM 2.2, If (2.4} is satisfied, then there do not erist critical functions
for the goal (1I) if v < 1 — 3.

PROOF. Suppose that there exists a critical function ¢ such that

(2.7) Ep, (X} <«
and
(2.8) Eao{X)>»1-g

for 8y = (70, A) and 8; = {1, A} with arbitary A. For any fixed A, consider ihe
hypothesis test of H, : 7 = 79 against [ : 7 = 1y with significance level . ‘'hen
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from the Neyman-FPearson lemma there exists the most powerful critical function
¢y, such that

(2.9) Fo,00(X) =«
and from (2.7) and (2.8)

(2.10) Eg ¢r(X)>1-4.
It follows from (2.2} and (2.4) that

lin [E,éa(X) — Doy ¥a(X)| = 0,
T
which implics

iim Ep, é0(X) =

by (2.9). Hence from (2.10) it is necessary for the existence of a critical function
that o > | — 3, which completes the proof.

3. Applications

3.1  Independent and identical distributions

Suppose that X, X, ..., X, are 1.1.d. random variables with a common den-
sity function f{z | #), § € © with respect to a measure 1. Let X = (X1, Xy, ...,
X,) and

(3.1) 100,8) =5 [ 111 6) - st | )lntan).

Then it holds that
di8, 8"y < nd' (6,07

Sce Hoeffding and Wolfowitz (1958}, p. 709. Hence if

{3.2) lim d''"(0,0") .0,

—

then the condition (2.4) is satisfied for any n, and hence there do not exist fixed
sample size statistical procedures for any of the goals (I) or (IT).

Frample 1. (Location-scale family)  Snppose that the common distribution
belongs to a location-scale family with density

Fa | 8) = o7 f (e — w)/o),

where 6 = (g, ), 0 > 0 and f(x) is continuous (a.c.). We consider such a function
(@) that [or cach fixed o the transformeaslion + = ¢ (2) frown p Lo 7 is one-lo-one,
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Let the inverse transformation be g = (7,0 and let @ = (7,0) and &' = (7", 7).
Then it follows from (3.1) that

d g, 0" /\f ( “_“)idz,
a

where g =19{7" o). Hence if for any 7 # 7/

wlr o) —a(r, o)

=10

(3.3) lim

g0 22

b

then (3.2) is satistied, so that there do not exigt fixed sample size statistical pro-
cedures for the goals (I} or (II).

More generally, if the distribution of a transform h(X;) of X;, where A'(:) > 0
exiats for all &, belongs to o location-scale faanily for which (3.3) holde, then there
do not exist fixed sample size statistical procedures for the goals (I) or (II).

Erample 2. (Lognormal distribution) Suppose that the common distribu-
tion is lognormal, that is, log X;’s are distributed as i.i.d. normal random variables
with mean p and variance 62. Let 7 = exp{p 4+ 02/2). Then 7 is the mcan of the
lognormal distribution. 1t is easy to see that (3.3} 15 satisfied.

Ezample 3. (Weibull distribution) Suppose that the common distribution
is a Weibull distribution with density

“i -1 2\7” i
fzl 3.0 = 7 (—)—) exp ( (E) ) . Z >0,

where 3 > 0 and n > 0. Let 7 = nl( q;l). Then 7 is the mean of the Weibull
distribution. It is easy to see that the density of ¥; = log X is

fly| o) = ie(y—wfﬂ QXP[_e(y*u)/UL
a

where ¢ = (p,0). ¢ = 1/ and p = log7n. Hence the distribution belongs to the
location-scale family. Since 7 = e"T'(1 + o}, (3.3) is satisfied.

Ezample 4. (Parcto distribution) Suppose that the common distribution is
a Pareto distribution with density

fla | kya) = ak®z~ 07D e sk,

where £ > 0 and @ > 0. Let 7 — 2V/¢k Then 7 is the median of the Pareto
distribution. It is casy to see that the distribution of ¥; = log X; is exponential
with density

Fy o) =0 expl=(y —m)/fo),  y>m
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where 8 = (11,0), ¢ = logk and ¢ = 1/a. Hence the distribution belongs to the
location-seale family. Since 7 = 27¢#, (3.3) is satisfied.

Example 5. (Inverse Gaussian distribution) Suppose that the common dis-
tribution is an inverse Gaussian distribution with density

NREL \ ,
selo) = [l el e

where § = (1, A}, p > 0 and A > 0. We consider the parameter p which is the
mean of the distribution. Let 8 = (g, A) and ¢ = (i, /\) (' > p). Note that
flz 18> f(z]0)1f and only if > x4, where x5 = So from {3.1) we
get

1/,u,+1/,u"

{10 11 s
[me’ fla | 0)ds |

- jﬂ (fla | 8) — Flo | )
a0}l )
e ()
sl (5 9)

Sec Shuster (1968). Since the right hand side of (3.4) converges to zero as A — 0,
there do not exist fixed sample size statistical procedures for any of the goals (I)

r (II).

(3.4) dV (8, 0"y =

i\.«\r—‘

Example 6. (Trinomial distribution) Suppose that the random variables
A's have three possible outcomes A, B, C with

PX,=A)=p, PXi=B)=p, PX;=C)=1-p —ps,

wheore 0 < p; 1,4 — 1,2 and 0 < p1 +p; < 1. Let 7 = p2/p, and 4 = {r,p).
Then from (3.1) we get
d"(8,8) = pi|r — 7,

where & = (7/,p1). Hence lim,,, ¢d1(8,8") = 0, which implies that there do not
exist fixed sample size statistical procedures for any of the goals (I} or {II).
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3.2 FErrors-in-vartables regression model
Consider random variables X;; and X0 satisfying

X1 = ug + €,
Xio = v+ du, + €9,

t = 1,...,n, where 7, & are unknown constants, u; are unknown, and {e;, e;2)
arc iid. with density function f{vi,v2) which is continuous (a.e.}. The model
is called an errors-in-variables regression model (or a measurement error model}.
The model with fixed constants u; is called a functional model, while if u; are
iid., the model is called a structural model. We consider inference for é.

First we consider a functional model. Tet X = (X[, Xia, .., X, Xz
Then the density function of X is given by

gla [ 0) =[] flea — w2~ — buy),
i—=1
where 0 — (8,7, uy,. .., up). Since

i gl 0) = ][ flaa,za) (ac),

uy—0,i=1,....n i=1

from {2.3) we get
lim 46,6y =0,

i}
w, —04=1,..., n

where 8 = (&, 7,u1,...,un) (6 # §7). So there do not exist fixed sample size
statistical procednres for any of the goals (1) or {II).

Next we consider a structural model. Assume that wu; arc independent of
(€i1, €2} and the common distribution of u; belongs to a location-seale family with
density Lh(*#), where p and (> 0) are unknown. The density function of X
becomes

glz | 8) = H/ flaia — w2~y — ‘5’&)%}1 (u ; M) du

i1

n -
= H] flag —p—ou, 2 vy — (e + ou))h{u)du,

=1

where 8 = (8,7, . o). Tt is easy to sec that

9) = Hf(:!fﬂ,.’lfig) (&.0.).

10,0 —0 a=1

i ;
fim gl

Then from (2.3) we get
lim  d(6.0') =0,

~—0
= —{
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where 8 = (6',y,u,0) (§ # ). Hence there do not exist fixed sample size
statistical procedures for any of the goals (I) or (I1).

Remark 1. In an crrors-in-variable regression mode! Gleser and Hwang
(1987} showed the nonexistence of confidence intervals of finite expected length
for 4. which is stronger than our result for the geal (1).

3.3 Calibration problem
Consider the linear regression model

Xo=v+6zi+e d=1,...n
Kpj1=7v+824401 +€nst,

where v, & are unknown, z,, i = 1,...,n, are known constants and Zpp1 18 an
unknown constant. We assumne that e; are i.t.d. and the common distribution has
a density f(u) which is continuous (a.e.}. The calibration problem is to determine
the value of z,,41 by using X = (X|,..., X, X, 1)

The density of X is given by

n
g{w | 0) = Hf(La =7 = 0%) p HEng1 — v — dznin),

=1

where 8 = (zp41, 7, 8). Since

lim g [ 0) — Hf() Flone)  (ac),

5—0

from (2.3) we get
nlin%) d(8,8'y =0
ér'—rl}

tor 6 = (2,11,7:8) (#ns1 # 2,1}, Hence there do not exist fixed sample size
statistical procedures for any of the goals (I) or (IT).

4. One-parameter distributions

In this section we consider only the goal (I} for one-parameter distribntions
Goal (IT) is not considered because for many examples there exists a consistent
estimator of 7 from which it is possible to construct a critical function that satisfies
goal (I1) for a sufficiently large sample size

We assume that © O (¢,00) for some constant ¢ and 7(#) = 4. Consider the
following condition;

(1.1 lim d(# + X6 + ) =0

A—00

for any & # #'(> ¢).
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THeoreM 4.1 ff (4.1) is sa¥isfied, then there do not exist estimators for
the goal (I).

PROOF.  Supposc that there exists an estimator 0{ X ) of € such that (1.1) is
satisfied. Then as is in the proof of Theorem 2.1, it can be shown that there exist
pl> 0) and (0 < a < 1) such that

(4.2) Pyl X)—0] <p}>1-a.
For any positive integer v > 0 choose 81, ....0,{> ¢} such that
6 — ;1 >2p (i),
which implies that C; N C; =0 {i # j} for any A where
Ci = {s10(z) — (6,1 ) < p).
From (4.2} wo got
(4.3) P, 12 (C) > 1 — o
From (2.1} and (4.1). there exists a sufficiently large A such that
[ Loy 42 (C) — Do, A(CH)] < (1 — a}/2
for i =2,.. ., r. So from (1.3) we get
Py aa(C) > (1 —a)/2.
Since the s are mutually exclusive,
Do A (UpCh) > (r = 1)(1 — a)/2,
which is impossible since r is arbitary. So the proof is completed.

Erample 7. {Binomial distribution} Suppose that the random variables X's
are distributed as

PX, =1 =p, PX,=0)=1 p (0<p<?l).
Let 8 = p/{1 — p). Then it follows from {3.1) that

) 2+ A B+ A
4.4 AV N N = el
(4.4) ( EIETTY T

for 6 # ¢/(> 0). The right hand side of (4.4) converges to zero as A — oc, and
hence (4.1} is satisfied. So there do not exist fixed sample size estimators for the
goal (I). The same result also holds for # = 1/p.
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Ezample 8. (Scale family) Supposc that the common distribution belongs
to a seale family with density

fl@lo) =07 flz]o),

where o > 0 and f{z) is continuous (a.e). Let # = (o) where 4 is a one-to-one
function and let $(8) be the inverse function of 4. Then it follows from (3.1) that

PO+N) [ BH+A
BTSN (W A ) ‘ e

AN+ 08+ A) = i/ ’j‘(:ﬂ)

Henee if

. ) B0 + X) _
(45) )

then (4.1) is satisfied. So there do not exist fixed sample size estimators for the
goal (T} The result of Blum and Rosenblatt (1069} for the goal (I) with 6 = o
follows from (4.5).

Assume p == 0 in Example 2 and k = 1 in Exawmple 4. Then the distribution of
the log X’s belongs to the scale-fumily, and it is casy to sce that (4.9} is satislied.
So there do not exist fixed sample size estimators for the goal (I).

Remark 2. We have not discussed methods to obtain statistical procedures
to satisfy the goals (I) or (II) when there do not exist fixed sample size statistical
procedures. For some problems we can employ two-stage procedures to obtain
solutions for the goals (I) or (11} (e.g. Section LU of Zacks (1971) and Chatterjee
(1991)).
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