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Abstract. The exact probability distribution functivns {pdf’s) of the soone
and later waiting time random variables (rv’s) for the succession quota problem
are derived presently in the case of Markov dependent trials. This is done
by means of combinatorial arguments. The probability generating functiona
(pel’s) of these rv’s are then obtained by means of enumerating generating
functions (enumerators). Obvious modifications of the proofs provide analogous
resilts for the occurrence of frequency quotas and such a result is established
regarding the pdf of a frequency and succession quotas rv. Longest success and
failure runs are also considered and their joint cumulative distribution function
{cdf) is obtained.

Key words and phrases:  Sooner and later problems, frequency quota, succes-
sion quota, Markov dependent trials, probability distribution function, proba-
bility generating function, cumulative distribution function, binomial expres-
sions, longest run, enumerator.

1. Introduction

Ebneshahrashoob and Sobel (1990) considered independent Bernoulli trials
and studied the waiting times arising by imposing succession quotas (SQ’s) and
frequency quotas (FQ’s) on both successes and failures. The sooner (later) case
arises when one (both) of the quotas is (are) observed. New results and general-
izations of this type of waiting time problems were studied by Aki (1992), Aki and
Hirano (1993), Balasubramanian et al. (1993), Chryssaphinou et al. (1994), Ling
(1992), Ling and Low (1093), Sobel and Ebneshahrashoob (1992) and Uchida and
Aki (1995). The main scope of the aforementioned authors was the derivation of
the pgl’s of the SQ and/or FQ rv’s, whereas a few obtained recurrences of their
pdf’s and Ling (1992) derived the pdf’s of the FQ rv’s. Nonc of them, however,
established exact formulas for the pdf’s of the SQ rv’s. Recently, Antzoulakos and
Philippou {1996), derived exact formulas for the pdf’s of the 8Q rv’s in terms of
multinomial coefficients in the case of a binary sequence of order £ and hence in
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the case of independent Bernoulli trials. In the latter case, they also obtained
formulas in terms of binomial coefficients.

In the present paper we derive exact formulas for the pdf’s of the 8Q rv's in
the case of Markov dependent trials in terms of binomial coefficients (see Theorems
2.1 and 2.2). We do this by means of combinatorial arguments. We also obtain
their pgf’s by means of enumerators (see Propositions 2.1 and 2.2). Obvious
modifications of cur methodology provide analogous results for the occurrence of
frequency quotas and such a result is established regarding the pdf of a frequency
and succession quotas rv {see Theorem 3.1}. Longest success and failure runs
are also considered, and their joint cdf is established (see Theorem 3.2). Finally
we indicate in Section 4 how our results can be transformed in order to cover
other Markov dependent models. In ending this section we note that, apart from
Propositions 2.1 and 2.2 which represent new derivations of known pgf’s, all main
results of the present paper, namely Theorems 2.1, 2.2, 3.1 and 3.2, are new. Even
the corollarics of Theorems 2.1 and 3.2 (Corollarics 2.1(a) and 3.1) arc also new,
and they compare well with related results of Aki and Hirano (1993} and Mohanty
(1994).

2. Succession quotas

Let {X,,n = 1,2,...} be a sequence of Markov dependent trials, each trial
being either a success (1} or a failure (0), with P(X; = 1) = po, P(X; = 0) = qo,
and for n 2 1 P(Xﬂ|1 =1 I Xﬂ = 1) = M, P(Xn}l =10 | Xn = ]) = f,
P(Xn+1 =1 ‘ Xn = O) = P2 and P(Xn+1 =0 | Xn, = 0) = 2. Let El (EU) be
the event that a success (failure) run of length k& (7) occurs. Let Wg (W) be a
rv denoting the waiting time until | or (and} Ej, oceurs, whichever comes sconer
(later). For = 0,1, let Péf' )(n) (Pl(f' )(n)) be the probability that at the n-th trial
the sooner (later) event between F; and Ey occurs and the sooner (later) event is
E;. Then

(2.1) P(W,=n)=PVn)+P%n), for a=5 or L
The pgf G,(t) of the rv W, is given by
(2.2) Caty =CP () + (), for a=8 or L,

where Gf;)(t‘) and G((yo)(t) are the generating functions of P(gl){n) and Péo)(n),
respectively.

In the present section we derive the pdf’s of the rv’s W and Wi by means of
combinatorial arguments, and we rederive their pgf’s by means of enumerators. To
this end we shall employ the following three lemmas from combinatorial analysis
{see, e.g. p. 105 of Riordan (1958)).

LEMMA 2.1.  Let Q(n,m,s) be the number of ways in which n identical ob-
jects can be arranged to form m groups with no group containing more than s
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objects. Then

Q(n,m, s) Z( l)j( ( ml _js) and
ZQ(n,m,s)t“ —( 1 t:)

LEMMA 2.2. Let R{n,m,s) be the number of ways in which n identical ob-
jects can be arranged to form m groups with at least one group containing more
than s objects. Then

R(,m, s} = E(——l)j“ (T;) (n ;—nl_—ljS) urid

7=1
£t \" 1—t5\™
zﬂ:R(n,nL,S)tn — (-i-_—t) - (t T ¢ )

LeMMA 2.3. Let M(n,m) be the number of ways in which n identical objects
can be arranged to form m groups. Then

M(n,m) = (:1:11) and ;M(n,m)t” - (ﬁ)m

We now treat the sooner waiting time problem.
THEOREM 2.1. Let Q(n,m,s) be as in Lemma 2.1. Then,
— ) — p (0) ;
P(Ws=mn)=P; ' (n}+ Pg'(n), n>min{kr},

where Pél)(k) = popi T, Péo)( ) = qogy ', and forn > 1

m=1

| [Q(n_% i (20)"

P& (0 + k) =p2p'f‘1{zp "¢ Z Qi,m,r 1)
i=1

P1gz

m—1
. P21
_ E— 12
+Qn—i,m-—1, l)q (pﬂ;g) ]}

and
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(0)
Piln+r)=qq;" {Zq i ZQ@ m,k — 1)
m=1

. lQ(n_@ m T_l)fi'o (%)m

g1 \ 1492
m—1
Po [ P21
+Qn—it,m—-1,r—1}— [ — .
Q( )Pl (quz) ]}

Proor. We shall first derive Pél}(nnl-k), n > 0. It is obvious that Pél) (k) =
pgp'f 1 Let L%l), LELO) and £, denote, respectively, the length of the longest success
run, the length of the longest failure run and the number of failures in n (> 1)
Markov dependent trials. Let A, ; be the event defined by

Api={LP <k -1, IO <r-1,F, =4, X, =0}, 1<i<n
We obscrve that
PO+ k) =popb ' PUD <k -1, L0 <r—1,X, =0)

= popt ! Z P(Ani), n>1

Any occurrence of the event A, ; is a series of ¢ failures and n — i successes
(n>1,1 <i<n). Let m (1 < m < i) be the number of runs of failures in A4, ;.
These runs can be formed in @(¢,m,r 1) woays. There arc two alternatives for
the n — i successes. They can form m runs in Q(n — i,m,k — 1) ways or m — 1
runs in @(n —4,m — 1,k — 1) ways. In the first cabe the series can begin only

—m

with a run of successes and its probability is popy' pl g g5 ™, while in the

second case the series can begin only with a run of failures and its probability
is p e ™ g 1gh ™. Then, P m(n + k) follows using the multiplication
principle. By reasons of symmetry Pé )(n+r), n > r, can be obtained from

Pél)(n + k) by replacing po, p1, p2, k and r by go, g2, q1, 7 and k respectively. The

proof of the theorem is completed.

Balasubramanian ef al. (1993) derived the pgf of the rv W3 and introduced
a rccurrcnce relation for calculating its pdf. In the following proposition we give
a new derivation of the pgf of the rv We.

_ ProrosiTioN 2.1, Let Gg(¢) be the pyf of the rv Wg. Then Gg{l) = (A +
A)/Q, where

A=(1=pit)pit)* Mlpor(L — gat) + qopet®(L ~ (gat)” 1)),
A= (1= @)@t aot(t —pit) + poart* (1 () )],
= (1 = p1t)(1 = @2t) — @up2t* (1 = (28)* 7)1 = (g2t)" ")
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Proor. We shall first derive G(Sl) {t). By Theorem 2.1, we have

G910 =3 POmtn = 3 PP (n+ k)t = popkT1E 1 53T PO (0 + k)t
n=k n=0 n=1

Substitute P 1)(n + k) with its equivalent formula proposed in Theorem 2.1. Note
that the double summation } ., 3" | is equivalent to .77, Zn_,_, which be-
comes » .o 123 " upon setting n — 7 = j. Set a = paqi(p1g2) ™4, b = (;t)[1 —
(p1t)*~1](1 — p1t)~! and sum over j. Then by Lemma 2.1 we get

G () = poptt*

+p4pk ltkz Z Qli,m,r  1)g t)“ [PO {ab)™ 2(2} (ab)m“1:| .

i=1 m=1

The double summation Z _; is cquivalent to o0 > . Sct ¢ =
(g2t)f1 — (qat)™~1(1 — qut) ™! and sum over 4. Then by Lemma 2.1 we get

G{ t) = gk 4 L [po abcm+c—— abe)™” 1]
(t) = pop} poph Z 5, (@) (abc)

m=1

which after some algebra gives G(l)(t) = A/Q. By reasons of symmetry we have
that Gg () (t) = A/Q. Then the proof of the proposition follows by (2.2).

Letting r — oo, and noting that in this case Q(n,m,r) — M(n,m) and
ng) (n) — 0, Theorem 2.1 and Proposition 2.1 reduce to the following corollary.

COROLLARY 2.1. Let W be a rv denoting the number of frials until the oc-
currence of the first success run of length k in the Markov dependent trials, and
let G(t) be its pgf. Then,

(a) P(W=k)= pgpjf 1 and for n> 1

PW =n+k)=ppf 1> pl7g5 > M(i,m)

b i
Qn—i,mk— 1)@ (p__qu)
P2 \P1q2

m—1
Path
+ wzm—lk—l—(—) ;
Qn )q P42 ]

(1= pit)(pr )t pot (1 — gat) + qopat?]
(1= p1t)(1 — qat) — @pat®(1 — (mt)* 1)’

(b) G)=
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Next, we deal with the later waiting time problem.

THEOREM 2.2. Let Q(n,m, s} and R(n,m,s) be as in Lemmas 2.1 and 2.2,
respectively. Then

P(Wy =n) =P(n)+ P(n), n>k+r,

where

—r+1

Pél)(n-)—k)_—_pgpl {Z Z (i,m,r—1)

=% m=1

[Q(n — i, m,k — 1) (pqu)
P2 \P142

m—1
+Qn—im-— 1k—n—(@ﬂ) ]}, n >,
g2 \P142

and P}to)(n) can be obtained by P}Jl)(n) by replacing po, p1, p2, k and r by qo, ¢2,

q1, 7 and k respectively.

Proor. It follows along the same lines as those in the proof of Theorem 2.1
by noting that

n
POt k) =popt? S PEP <k -1, L0 > 7 F, =i, X, =0), n>r
i=r

which implies the replacement of Q(i,m,r — 1) by R{i,m,r —1).

Following the steps of the proof of Proposition 2.1 and using Lemmas 2.1 and
2.2 we can obtain the following proposition.

PROPOSITION 2.2. Let GL{t} be the pgf of the rv Wr. Then
GL(t) = (B/R) + (B/R) - (A+ 4)/Q,
where

= (1 — pit)(p1t)* [pot(1 — gat) + qopat®],
B (1 — gat)(gat) ™ [got(L — pat) + pogut?],
R=(1-pit}(l — qat) ~ qup2t®(1 — (pt)*71),
R=(1-pit)(1 — qat) — qp2t™(1 — (g2t) '),

and A, A and Q are as in Proposition 2.1.
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3. Frequency quotas and longest runs

In this section we discuss the sooner and later waiting time problem when fre-
quency quotas are imposed on successes or (and) failures (see, Balasubramanian
et al. {1993), Ebneshahrashoob and Sobel (1990}, Ling (1992) and Sobel and
Ebneshahrashoob (1992)). The methodology employed in the previous section can
be easily modified in order to obtain expressions in terms of binomial coeflicients
for the pdf’s of the sooner and later waiting time rv’s, by noting that frequency
quotas are closely related to the number M (n,m). For instance, consider Markov
dependent trials which are performed sequentially until either k& successes in to-
tal (event £) or  consecutive failures (event Eq) are observed, whichever comes

sooner, and denote the waiting time by We. In the following theorem we derive
the pdf of the rv Wjs.

THEOREM 3.1. Let Q(n,m,s) and M(n,m) be as in Lemmas 2.1 and 2.3,
respectively. Then

P(Ws=n)= Pél)(n) + Iséo)(n), n > min{k,r},

where Pél)(k) = pgp"f’l, ﬁém(’r) = qoqy 1 and forn>1

k m
P(l (n+k)= Mk n,m,r —1 ’“”(p————gql)
ORI L

m—1
— Pz2th
+Q(n,m — 1,7 — Lypopt g5 (—) ]
P1gz

and

min(n,k—1) 1

BlMm+ry = Y S M(@i,m)

i=1 m=1

Q(n - i,m,r - 1)Q0P1q; el (%)
nuyz

m—1
+Qn—-—im-1,r-1 gy 1(Pm2fh) X
Q Yroq Py ' ab o

Proor. Tt ean be shown by noting that for n > 1

P+ k) = PLO, <71, Fayy = 1, Xy = 1)
and
min{n,k—1)
POm+n=agt Y PLP<r-1,F=n-iX,=1).
=1

Next we derive the joint cdf of the lengths of the longest success and longest
failure runs in Markov dependent trials.
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THEOREM 3.2. Let LY and LYY denote, respectively, the lengths of the
longest success and longest failure runs in n (> 1) Markov dependent trials. Then

n i
PLY < kLY <7y =Cn, Rpopt ™ + > _pP a5 D QG m, )
i=1 m=1

m—1
. [Q(n_ 1,02 (20)

g2 \M4qz2
+Qn —i,m, k) (99 + 99) (pmqu)
P @ g2
m
+Q(n—z’,m+1,k)p—0- (EE) ., >,
P1 \DP192

where ((-,-) 15 the function defined by ((u,v) =L ¢f v 2 u and O otherunse.

Preor. It can be shown by noting that whenever there are m runs of failures
there are three alternatives for the successes: {a) there are m — 1 runs of successes
and the series can begin only with a run of failures, (b) there are m runs of failures
and the series can begin with a run of successes or a run of failures and (c) there
are m + 1 runs of successes and the series can begin only with a run of successes.

The above theorem can be easily modified in order to cover all possible in-
equalities. For instance, in case we want to derive P(L,(ll) <k, Lo > r) we replace
Q(i,m,r) by R(i,m,r).

Letting 7 — oo, Theorem 3.2 reduces to the following corollary.

COROLLARY 3.1. Let L, denote the length of the longest success run in n
{> 1} Markov dependent trials. Then P(L, < k) is obtained by replacing Q(i, m, r)
by M(i,m) in the corresponding expression in Theorem 3.2.

4. Other Markov structures

Let {X,,n=0,1,2,...} be a {0,1}-valued Markov chain with P(Xp = 1) =
71, P(Xa = 0) = 7a, and for n > 0 P(Xpy1 = 1| X = 1) = pi1, P(Xoyn =
0 | Xn = 1) = P10, P(.Xn+1 =1 ‘ Xn = 0) = Po1 and P(Xn+1 =0 | Xn :O) =
poo- Under this structure, Aki and Hirano (1993) derived the pgf of the rv W,
(rv = & ar L) for the 8Q) prohlem, nsing the generalized pgf method proposed by
Ebneshahrashoob and Sobel {1990). We can obtain the pdf of the rv W, by noting
that

P(W, =n) =mPW,=n| Xo=0) + 7 P(Wy =n| Xo =1)
= m[P(W =n| Xo=0)+ PWY =n| Xo=0)|
FmPW =n| Xo=1)+ PW =n| Xo=1)],

where the conditional probabilities may be deduced from Theorems 2.1 and 2.2 by
replacing p1, g1, pe and g2 by pi1, P1o, Po1 and peg, respectively, and by replacing
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po and g by por and pgo, respectively, if Xy = 0, and by p;; and p,g, reapectively,
if X¢ = 1. Following this analysis we can modify the results of the present paper
to cover cases of the above Markov structure. We note that the modifications
referring to the pdf’s and cdls,; including the modilication of Corollary 2.1, are all
new results.

Mohanty (1994) formulated Markov dependent trials as a two-coin tossing
game. His transition probabilities coincide with ours of Section 2, and when his
game starts with coin 1(2) this situation corresponds to P(X, = 1) = p; and
P(Xy; =0) = q (P(Xy = 1) = ps and P(X; = 0) = go). This analysis solves
the sooner and later waiting time problems under the influence of this Markov
structure. Among other results, and given that the game starts with coin i (i =
1,2), Mohanty (1994) derived the pdf of the number of trials X; needed to get &
consecutive successes for the first time and the probability of the event {L;{n) < k}
where L;{n) represents the length of the longest success run in n trials, all in terms
of multinomial coefficients (see Mohanty (1994)’s Propositions 2.1 and 2.3 and
Theorem 3.4). Our Corollaries 2.1 and 3.1, modified as indicated above, provide
binomial expressions for these pdf’s and probabilities.

Finally, we note that when pg = p; = pz = p our results reduce to respective
ones regarding independent Bernoulli trials. We note that in this case the binomial
expressions for the pdfs of the rv's Ws and Wi are different from the ones derived
by Antzoulakos and Philippou (1996).
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