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Abstract. A finite series approximation technique is introduced. We first apply this approximation technique to a semiparametric single-index model to construct a nonlinear least squares (LS) estimator for an unknown parameter and then discuss the confidence region for this parameter based on the asymptotic distribution of the nonlinear LS estimator. Meanwhile, we develop a computational algorithm and a small sample study for this nonlinear LS estimator are developed. Additionally, we apply the finite series approximation technique to a partially nonlinear model and obtain some new results.
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1. Introduction

Consider the model given by

\[ Y_i = g(T_i^\top \beta_0) + e_i, \quad i = 1, 2, \ldots \]

(1.1)

where \( x_i = (x_{i1}, \ldots, x_{ip})^\top \in X \ (p \geq 1) \) (\( X \) is a convex subset of \( \mathbb{R}^p \)) are known and nonrandom design points, \( \beta_0 = (\beta_{01}, \ldots, \beta_{0p})^\top \) is an unknown true parameter vector over \( \Theta_0 \) (a compact parameter space of \( \mathbb{R}^p \)), \( g(\cdot) \) is an unknown function over \( T = \{ x^\top \beta_0 : x \in X \} \), and the \( e_i \) are i.i.d. random errors with \( \text{E}e_i = 0 \) and \( \text{E}e_i^2 = \sigma^2 < \infty \).

The model defined in (1.1) belongs to a class of semiparametric single-index regression models, which was discussed by some authors. See, for example, Stoker (1986) and Ichimura (1987) proposed the least squares approach to estimate \( \beta_0 \) up to scale that uses kernel estimation in the optimizing conditions and H"{a}rdle
and Stokes (1999) and Powell et al. (1989) gave the solution to the problem of estimating coefficients of index models, through the estimations of the average derivatives and the density-weighted average derivative vector of a general regression function. Other related work is that of Ruud (1980), Han (1983), Li (1999), Andrews (1991), Stoker (1993), Samarov (1993), and Whang and Andrews (1993). More recently, Härdle et al. (1993) investigated the asymptotic normality for an estimator of $\beta_0$, which is under the case where the $x_i$ are i.i.d. random samples and $g(\cdot)$ is estimated by nonparametric kernel function.

In this paper, based on the finite series approximation technique, we first establish the asymptotic normality for the nonlinear LS estimator of $\beta_0$ and then apply the finite series approximation technique to a partially nonlinear model $Y_i = f(x_i, \beta_0) + \epsilon_i$, and obtain some asymptotic results. Additionally, a computational algorithm and a small sample study for the nonlinear LS estimator are proposed to support the asymptotic theory.

The organization of this paper is as follows: Section 2 states the assumptions and the main results. Section 3 discusses the partially nonlinear model. The proofs of Theorems are given in the Appendix.

2. Statement of the main results

2.1 Asymptotic normality

Consider the model given by (1.1). The objective is to estimate the parameter of interest $\theta_0$. Here $g$ is regarded as an infinite-dimensional nuisance parameter in the problem of estimating $\theta_0$. The approach taken here is to approximate $g(\cdot)$ by a finite series sum $\sum_{k=1}^{q} z_k(\cdot)\gamma_{0k}$, where $\{z_k(\cdot); k = 1, 2, \ldots, q\}$ is a prespecified family of functions from $T \subset R$ to $R$, $\gamma_0 = (\gamma_{01}, \ldots, \gamma_{0q})^T$ is an unknown parameter vector, and $q = q_n \geq 1$ is the number of summands and is taken to be nonrandom.

To construct the least squares estimator of $\beta_0$, we need to introduce the following assumption.

**Assumption 2.1.** For $1 \leq q = q_n < n - p$ ($q_n \to \infty$ as $n \to \infty$) and $\{z_k(\cdot); k = 1, 2, \ldots, q\}$ given above, there exists an unknown parameter vector $\gamma_0 = (\gamma_{01}, \ldots, \gamma_{0q})^T \in \Theta_2$ (a compact subset of $R^q$) such that for $n$ large enough

$$
q_n^{1/\delta} \max_{1 \leq i \leq n} \sum_{k=1}^{q} z_k(x_i^T \beta_0)\gamma_{0k} - g(x_i^T \beta_0) = o(n^{-1/2}).
$$

In order to construct some estimators, we consider the approximate version of the model (1.1) below

$$
Y_i = F(x_i, \theta_0) + \epsilon_i, \quad 1 \leq i \leq n
$$

where $\epsilon_i = e_i + \delta_i$, $\delta_i = g(x_i^T \beta_0) - F(x_i, \theta_0)$, $F(x_i, \theta_0) = Z(x_i^T \beta_0)\gamma_0$, $\theta_0 = (\beta_0^T, \gamma_0^T)^T \in \Theta = \Theta_1 \times \Theta_2$, and $Z(\cdot) = Z(\cdot) = (\delta_1(\cdot), \ldots, \delta_q(\cdot))^T$.

Now, based on (2.2) we can define the nonlinear least squares estimator $\hat{\theta}_n = \hat{\theta}_n - (\hat{\beta}_n^T, \hat{\gamma}_n^T)^T$ (the existence and measurability were proved in Iannrich (1989))
of $\theta_0 = (\beta_0', \gamma_0')'$ by

\begin{equation}
S_n(\theta_n) = \sum_{i=1}^n (Y_i - F(x_i, \theta_n))^2 - \min_{\beta}
\end{equation}

where $S_n(\theta_0) = \sum_{i=1}^n (Y_i - F(x_i, \theta_0))^2$.

The corresponding LS estimator $\hat{\theta}_n$ of $\theta$ is

\begin{equation}
\hat{\theta}_n = \arg \min_{\theta} S_n(\theta)
\end{equation}

In order to state the main result of this section, we introduce the following assumption.

**Assumption 2.2.**

(i) Assume that $g'(\cdot)$ exists on $T$ and there exist some functions $h_j(\cdot)$ over $T$ such that for all $1 \leq i \leq n$ and $1 \leq j \leq p$

\begin{equation}
g_{ij} = h_j(x_i'\beta_0) + u_{ij},
\end{equation}

where $g_{ij} = g'(x_i'\beta_0)x_{ij}$ and $u_{ij}$ are real sequences satisfying

\begin{equation}
\lim_{n \to \infty} \frac{1}{n} \sum_{i=1}^n u_iu_i^T = B,
\end{equation}

and

\begin{equation}
\limsup_{n \to \infty} \frac{1}{n^{1/2} \log n} \max_{1 \leq m \leq n} \left\| \sum_{i=1}^m u_{ij} \right\| < \infty
\end{equation}

for any permutation $(j_1, j_2, \ldots, j_n)$ of the integers $(1, 2, \ldots, n)$, where $u_i = (u_{i1}, \ldots, u_{ip})'$, $B$ is a positive definite matrix with order $p \times p$, and $\| \cdot \|$ denotes the Euclidean norm;

(ii) For $1 \leq q - q_n \leq n$, $p (q_n \to \infty$ as $n \to \infty)$ and $\{z_k(\cdot), k = 1, 2, \ldots\}$ given above, there exist $\gamma_j = (\gamma_{j1}, \ldots, \gamma_{jk})'$ such that for $n$ large enough and $1 \leq j \leq p$

\begin{equation}
\max_{1 \leq k \leq n} \left| \sum_{k=1}^q z_k(x_i'\beta_0)\gamma_{jk} - h_j(x_i'\beta_0) \right| = o(n^{-1/4}).
\end{equation}

**Remark 2.1.**

(i) There is one key reason to explain why we have proposed the Assumption 2.2. From (1.1) we know that $m_i(\beta_0) = EY_i = g(x_i'\beta_0)$ and the first order derivatives of $m_i(\beta_0)$ with respect to $\beta_0$ are $g_{ij} = m_{ij}(\beta_0) = g'(x_i'\beta_0)x_{ij}$. So, the scaled coefficients $g_{ij}$ contain the information about $\beta_0$ and therefore the relationship between $\{g_{ij}\}$ and $\{x_{ij}\}$ affects the estimability of $\beta_0$. Thus, how to determine this relationship is very important in constructing an asymptotically efficient estimate for $\beta_0$. Assumption 2.2(1) determines this relationship with the
errors $u_i$ satisfying some mild conditions. In the case of $p = 1$, the above equations (2.6) and (2.7) can be interpreted as the restriction of the asymptotic finiteness of $\frac{1}{n} \sum_{i=1}^{n} u_i^2$ and the asymptotic negligibility of $\frac{1}{n} \sum_{i=1}^{n} u_i$. Some similar discussions about the relationship between the fixed design points $\{x_i\}$ and $\{t_i\}$ in the partly linear model $y_i = x_i^T \beta_0 + g(t_i) + e_i$ were given by Rice (1986), Speckman (1988), and Gao (1992). Rice (1986) assumed that there is a function $h(\cdot)$ such that $x_i = h(t_i) + e_i$ with the $e_i$ satisfying some conditions more complicated than (2.6) and (2.7); Speckman (1988) placed a random prior on $\{e_i\}$ and interpreted $e_i$ as independent random errors, and Gao (1992) improved the conditions of Rice (1986) and proposed some reasonable assumptions which are similar to (2.6) and (2.7). Based on the points of Rice (1986), Speckman (1988), and Gao (1992), we also propose Assumption 3.2(ii) below for the partially nonlinear model. As a matter of fact, the above $\{u_i\}$ behaves like zero mean i.i.d. random variable, and $\{h_j(t_i)\}$ is the regression of $\{g_{ij}\}$ on $t_i = x_i^T \beta_0$. Specifically, if the design point $\{x_i\}$ is the i.i.d. random sample, and let $h_j(t_i) - E(g_{ij} \mid t_i) - g'(t_i) \times E(x_{i,j} \mid t_i)$ and $u_{ij} = g_{ij} - h_j(t_i)$ with $Eu_{ij} u_{ij} > 0$. Then (2.5) holds automatically, and (2.6) and (2.7) hold with probability one by the law of strong large numbers and the law of the iterated logarithm respectively. When the $x_{ij}$ are i.i.d. random samples, Hardle et al. (1993) proposed some sufficient assumptions for constructing an asymptotically normal estimator for $\beta_0$ in the single-index model.

Remark 2.2. Assumptions 2.1 and 2.2(ii) are some smoothness conditions. In almost all cases, they hold if $g$ and $h_j$ are sufficiently smooth. See, for example, $g$ and $h_j$ can be approximated by trigonometric series used by Eubank and Speckman (1990) and Eastwood and Gallant (1991). More generally, they hold whenever $T$ is compact (see Nurnberger (1989)). The details about the polynomials and splines can be found in Nurnberger (1989). See, for example, Theorems 2.8, 3.30, Corollary 2.11, and Theorem 4.27. The required smoothness of the regression functions $g$ and $h_j$ given here is not just an artifact of the proof, but is a property of some estimators.

Assumption 2.3.

(i) For any $b > 0$ and some $c > 0$

\[
\lim_{n \to \infty} \frac{\sum_{i=1}^{n} \sup_{\|\theta - \theta_0\| \geq b} \{F_i(\theta) - F_i(\theta_0)\}^2}{\inf_{\|\theta - \theta_0\| \geq b} \sum_{i=1}^{n} (F_i(\theta) - F_i(\theta_0))^2} < \infty,
\]

where $F_i(\theta) = F(\cdot, \theta),\ \theta \in \Theta$;

(ii) $\{F_i(\theta)\}$ is Lipschitz function on $\Theta$ and

\[
\sup_{\theta_1 \neq \theta_2 \in \Theta} \frac{|F_i(\theta_1) - F_i(\theta_2)|}{\|\theta_1 - \theta_2\|} \leq M_0 \sup_{\|\theta - \theta_0\| \geq b} |F_i(\theta_1) - F_i(\theta_2)|
\]

for some $\tilde{b}$ and for all $i$, where $M_0$ is independent of $i$. 
Remark 2.3.

(i) Some conditions for establishing the asymptotic normality of nonlinear least squares estimates have been discussed by some authors. See, for example, Jennrich (1969), Wu (1981), Gallant (1981), and Seber and Wild (1989). In this section, we adopt the assumptions of Wu (1981).

(ii) Assumption 2.3 is similar to Assumption A of Wu (1981), which is satisfied for the case where $T$ is compact and $\{z_k(t), k \geq 1\}$ is of the form: $1, t, t^2, \ldots, t^m$ or $\cos(kt)$ or $\sin(kt)$ used by Enbank and Speckman (1990).

Assumption 2.4.

(i) $Z_0$ has full column rank $q$ for $n$ large enough, and $\liminf_{n \to \infty} \lambda_{\min}(Z_0 Z_0/n) > 0$, where $\lambda_{\min}(A)$ denotes the minimum eigenvalue of matrix $A$ and $Z_0 = Z(x_0^0, 0, \ldots, x_0^n)^{\top}$;

(ii) $\lim_{n \to \infty} \max_{1 \leq i \leq n} p_{ii} = 0$ and $\lim_{n \to \infty} \max_{1 \leq i \neq j \leq n} p_{ij}(\log n)^2 = 0$, where $\{p_{ij}\}$ denotes the $i$-th row element and $j$-th rank element of the $n \times n$ projection matrix $P_0 = Z_0(Z_0^\top Z_0)^{-1} Z_0^\top$;

(iii) for any $j \geq 1$, $\limsup_{n \to \infty} \frac{1}{n} \max_{1 \leq i \leq n} \sum_{i=1}^{n} d_i^2 x_{i,j}^2 < \infty$, where $d_i^2 = \max(1, y(x_i^\top \beta_0^2))$;

(iv) for any given $\delta > 0$, $\limsup_{n \to \infty} \frac{1}{n} \sum_{\|\beta - \beta_0\| \leq \delta} \max_{1 \leq k \leq q} \sum_{i=1}^{n} z_k^2(x_i^\top \beta_0^2) < \infty$;

(v) both $\sum_{i=1}^{n} z_k(x_i^\top \beta_0^2) z_k(x_i^\top \beta_0^2) x_{i,j}^2$ and $\sum_{i=1}^{n} z_k^2(x_i^\top \beta_0^2) x_{i,j}$ converge to zero uniformly as $\|\beta - \beta_0\| \to 0$ and $n \to \infty$;

(vi) for any $k > 1$, $z_k(\cdot)$ and $g'(\cdot)$ exist over $T$, both $\max_{1 \leq i \leq n} |Z'(x_i^\top \beta_0^2) \gamma - g'(x_i^\top \beta_0^2)|$ and $\max_{1 \leq i \leq n} |g'(x_i^\top \beta_0^2) - g'(x_i^\top \beta_0^2)|$ tend to 0 uniformly as $\|\theta - \theta_0\| \to 0$ and $n \to \infty$, where $Z^{(i)}(\cdot) = (z_1^{(i)}(\cdot), \ldots, z_q^{(i)}(\cdot))^\top$ and $l = 1, 2$;

(vii) there exists an absolute constant $d > 0$ such that

$$\limsup_{n \to \infty} \frac{1}{n} \sum_{i=1}^{n} \sup_{\|\theta - \theta_0\| \leq d} \lambda_{\max}(F''_{i}(\theta))^2 < \infty;$$

(viii) if

$$\sum_{i=1}^{\infty} \sup_{\|\theta - \theta_0\| \leq d} \lambda_{\min}(F''_{i}(\theta))^2 = \infty,$

then there exists an $M$ independent of $i$ such that for all $i$

$$\sup_{\theta_1, \theta_2 \in \Theta} |\lambda_{\max}(F''_{i}(\theta_1) - F''_{i}(\theta_2))| \leq M \sup_{\theta \in \Theta} |\lambda_{\max}(F''_{i}(\theta))| < \infty,$$

where $\Theta_{\delta} = \{\theta \in \Theta : \|\theta - \theta_0\| < \delta\}$. $F''_{i}(\theta) = \{a_{i,k}(\theta)\}_{1 \leq i, k \leq n+a}$, $a_{i,k}(\theta) = Z''(x_i^\top \beta_0^2) \gamma_{i,j} \delta_{i,k} (1 \leq j, k \leq p)$, $a_{i,j+p+k+p}(\theta) = 0 (1 \leq j, k \leq q)$ and $a_{i+j+k+p}(\theta) = a_{i,j+k+p}(\theta) = z_k^2(x_i^\top \beta_0^2) x_{i,j} (1 \leq j \leq p, 1 \leq k \leq q)$.

Remark 2.4.

(i) Assumption 2.4(i) is sufficient for constructing a $n^{1/2}$ consistent estimator of $\beta_0$. Assumptions 2.4(i) and the second part of 2.4(v) hold in many
cases. See, for example, Eastwood and Gallant (1991) proposed that \( Z_0^T Z_0 = \text{diag}(n, n/2, \ldots, n/2) \) and Eubank and Hart (1992) assumed that \( Z_0^T Z_0 = n \cdot I_q \).

(ii) Assumption 2.4(ii) restricts the growth rate of \( q_n \). More precisely, it restricts the growth rate of the number of linearly independent column of \( Z_0 \). If \( Z_0^T Z_0 \) is nonsingular, the first part of 2.4(ii) implies \( q_n/n \to 0 \) as \( n \to \infty \), since \( \max_{1 \leq i \leq n} p_{ii} \geq \frac{1}{n} \text{tr}(Z_0^T Z_0)^{-1} Z_0 = q_n/n \).

(iii) Assumptions 2.4(iii)(iv) hold for most design point \( \{x_i\} \) and most series functions. For example, Assumption 2.4(iv) holds for trigonometric polynomial and FFF functions. See Eubank and Speckman (1990), Eubank and Hart (1992), Eastwood and Gallant (1991), and Andrews (1991). For the case where the \( \{x_i\} \) is \( i.i.d. \) random sample, Assumptions 2.4 (iii)(iv) hold with probability one by using the law of strong large numbers.

(iv) Assumptions 2.4(iv) and 2.4(v) also hold in probability when the \( \{x_i\} \) is \( i.i.d. \) random sample, which can be verified easily in the case where \( \{z_k(\cdot), k \geq 1\} \) is of the form: \( \{\cos(kt); \sin(kt)\} \). See Lemma A.2 of Cao (1996b) for more details.

(v) Like Assumption 2.1, Assumption 2.4(vi) restricts the smoothness of \( g(\cdot) \) and \( z_k(\cdot) \), which are satisfied when \( g \) is approximated by a class of smoothing spline functions (see Nunez-Guerra (1989)). Generally, it is not difficult to verify above Assumptions 2.4(i)–(v) for the case where \( T \) is compact and \( \{z_k(\cdot), k \geq 1\} \) is of the form: \( \{1, t, t^2, \ldots, t^n; \cos(kt); \sin(kt)\} \).

(vi) As \( p \) is finite integer, Assumptions 2.4(vi)(vii) can be replaced by some assumptions imposed on \( \{a_{ij}(\theta)\} \), which are similar to Assumptions B(iv)(v) of Wu (1981). Since \( q = q_n \) proposed in this paper depends on \( n \) and \( q = q_n \to \infty \) as \( n \to \infty \), we impose the conditions on the eigenvalue of the matrix \( \{L_i^*(\theta)\} \) not on \( \{a_{ij}(\theta)\} \). Assumptions 2.4(vii)(viii) are general conditions for constructing the asymptotic distribution of \( \hat{\theta}_n \) for the case where \( p \) is finite or \( p = p_n \to \infty \) as \( n \to \infty \), which are needed for the application of Corollary A of Wu (1981) (the law of uniformly strong large numbers). Recently, Pollard (1984, 1990) proposed some new results about the uniform strong laws under some suitable conditions. See, for example, Theorem 8.3 of Pollard (1990) is one of the key results.

Now, we give the asymptotic results of this section.

**Theorem 2.1.** Assume that Assumptions 2.1–2.3 hold. Let \( D_n(\theta, \theta_0) = \sum_{i=1}^n (F_i(\theta) - F_i(\theta_0))^2 \to \infty \) for all \( \theta \neq \theta_0 \) and \( n \to \infty \). Then as \( n \to \infty \)

\[
\hat{\theta}_n - \theta_0 \to 0 \quad \text{a.s.}
\]

**Theorem 2.2.** Assume that Assumptions 2.1, 2.2 and 2.4 hold. Let \( \theta_0 \) be in the interior of \( \Theta \) and \( \hat{\theta}_n \) be a strongly consistent least squares estimator of \( \theta_0 \). Then as \( n \to \infty \)

\[
\sqrt{n}(\hat{\theta}_n - \theta_0) \to_{D} N(0, \sigma^2 R^{-1}).
\]

where \( B \) is defined by (2.6).
Remark 2.3.

(i) Theorems 2.1 and 2.2 only consider the case where the errors are i.i.d. random errors with $Ee_i = 0$ and $Ee_i^2 = \sigma^2 < \infty$. As a matter of fact, Theorems 2.1 and 2.2 can be modified to the case where $Ee_i = 0$ and $Ee_i^2 = f(x_i^T \beta_0)$ with unknown weighting function $f(\cdot)$. First, based on the finite series approximation $\hat{g}_n \to f$ and a probability weighting function $\{W_{nj}(\cdot)\}$, we can construct an estimator $f_n(\cdot) = \sum_{j=1}^n W_{nj}(\cdot)(Y_j - \hat{g}_n(x_j^T \beta_0))^2$ for $f(\cdot)$ and then define a weighted LS estimator $\hat{\beta}_n$ over $\beta_0 \in R^p$. Some additional conditions are required to obtain the asymptotic normality of $\hat{\beta}_n$.

(ii) The proposed estimators have the following advantages: the first is that Theorem 2.2 and its proof can be generalized to the case where $p = p_n$ depends on $n$. In this case, we only need to modify the conditions of Theorem 2.2 slightly and new conditions and corresponding conclusion are similar to those of Theorem 2.3 below. See Remark 2.4(vi), Subsection 2.3 below and Remark A.1 in the Appendix. The second advantage is that through using the finite series approximation, we can apply some previous results including computational algorithms for classical partially linear models (see Seber and Wild (1989), p. 654) to the new partially linear model (2.13) below, and obtain some new results for $\hat{\beta}_n$. See Subsection 2.2 below for more details. From Section 4 below, we know that the small sample results support the new estimates proposed in this paper.

If $\sigma^2 = Ee_i^2$ is unknown, then we can define an estimator for $\sigma^2$ by

\begin{equation}
\hat{\sigma}_n^2 = \frac{1}{n} \sum_{i=1}^n (Y_i - \hat{g}_n(x_i^T \hat{\beta}_n))^2 = \frac{1}{n} \sum_{i=1}^n (Y_i - Z(x_i^T \hat{\beta}_n)^T \gamma_n)^2.
\end{equation}

And, the strong consistency and asymptotic normality of $\hat{\sigma}_n^2$ can be obtained by using Theorems 2.1 and 2.2. Here we omit the details.

2.2 Confidence region for parameter vector $\beta_0$

Based on the finite series approximate technique, the semiparametric single-index regression model

\begin{equation}
Y_i = g(x_i^T \beta_0) + e_i
\end{equation}

has the following approximation version

\begin{equation}
Y_i = Z(x_i^T \beta_0)^T \gamma_0 + \tilde{e}_i,
\end{equation}

which generalizes the classical partially linear models (see Seber and Wild (1989), p. 654) to the case where the numbers $p$ and $q$ may depend on $n$.

The confidence region for the parameter subsets in the classical partially linear models has been discussed by some authors. See, for example, Hamilton (1986), Gallant (1987), and Seber and Wild (1989).

In this section, the objective is to construct the confidence region for the parameter-of-interest $\beta_0$. Here $\gamma_0$ is regarded as a nuisance parameter.
The approach to finding confidence region for the parameter vector $\beta_0$ is based on the large sample distribution of the nonlinear LS estimator $\hat{\beta}_n$. By Theorem 2.2 we have as $n \to \infty$

$$F_{1n} = n(\hat{\beta} - \beta_0)^T B(\hat{\beta}_n - \beta_0)\sigma^{-2} \rightarrow d\chi^2_p.$$  

Since $R$ depends on $g$ (unknown link function), we need to modify $F_{1n}$. By (2.3) we can define the estimate of $g'(-)$ by

$$\hat{g}'(\cdot) = Z'(\cdot)^T \hat{\gamma}_n,$$

where $Z'(\cdot) = (z'_1(\cdot), \ldots, z'_q(\cdot))^T$ is defined as in Assumption 2.4(vi).

Now, $F_{1n}$ can be replaced by

$$\tilde{F}_{1n} = n(\hat{\beta}_n - \beta_0)^T \hat{B}(\hat{\beta}_n - \beta_0)\hat{\sigma}^{-2},$$

where $\hat{B} = \lim_{n \to \infty} \frac{1}{n} \sum_{i=1}^n \hat{u}_i \hat{u}_i^T$, $\hat{u}_i = Z'(x_i^T \hat{\beta}_n)^T \hat{\gamma}_n x_i - H(x_i^T \hat{\beta}_n)$, $\hat{\beta}_n = (\hat{\beta}_{n1}, \ldots, \hat{\beta}_{np})^T$, and $H(\cdot) = (h_1(\cdot), \ldots, h_p(\cdot))^T$.

If $\sigma^2$ is unknown and $h_j(\cdot)$ in (2.5) is unknown, then $\sigma^2$ and $h_j(\cdot)$ can be replaced by the above consistent estimates $\hat{\sigma}_n^2$ and $\hat{h}_j(\cdot) = Z(\cdot)^T \hat{\gamma}_n$, where $\{\hat{\gamma}_n\}$ minimizes $\sum_{i=1}^n \hat{u}_{ij}^2$ and $\hat{u}_{ij} = Z'(x_i^T \hat{\beta}_n)^T \hat{\gamma}_n x_{ij} - Z(x_i^T \hat{\beta}_n)^T \hat{\gamma}_n$. We now have another test statistic

$$\tilde{F}_{1n} = n(\hat{\beta}_n - \beta_0)^T \hat{B}(\hat{\beta}_n)(\hat{\beta}_n - \beta_0)\hat{\sigma}^{-2},$$

where $\hat{B}(\hat{\beta}_n) = \lim_{n \to \infty} \frac{1}{n} \sum_{i=1}^n \hat{u}_i \hat{u}_i^T$, $\hat{u}_i = Z'(x_i^T \hat{\beta}_n)^T \hat{\gamma}_n x_i - \hat{H}(x_i^T \hat{\beta}_n)$, and $\hat{H}(\cdot) = (\hat{h}_1(\cdot), \ldots, \hat{h}_p(\cdot))^T$.

By (2.10) and (2.12)–(2.17), it is not difficult to show that as $n \to \infty$

$$\tilde{F}_{1n} \rightarrow d\chi^2_p.$$  

Thus, based on (2.18) we can obtain the approximate $(1 - \alpha)$ confidence region for $\beta_0$,

$$\{\beta_0 \in R^p : (\beta_0 - \hat{\beta}_n)^T \hat{B}(\hat{\beta}_n)(\beta_0 - \hat{\beta}_n) \leq \frac{1}{n} \hat{\sigma}_n^2 \hat{X}_{1-\alpha}(p)\}$$

Writing $\{\hat{b}_{ij}(\hat{\beta}_n)\}$ for the $j$-th diagonal element of $\hat{B}(\hat{\beta}_n)$; we also have the approximate $(1 - \alpha)$ confidence region for $\{\hat{b}_{ij}\}$,

$$\{\hat{b}_{0j} \in R : |\hat{b}_{0j} - \hat{\beta}_{nj}| \leq n^{-1/2} \hat{\sigma}_n \hat{b}_{ij}(\hat{\beta}_n)^{1/2} \hat{X}_{1-\alpha/2}\}.$$  

**Remark 2.6.** Here we only discuss the construction of the confidence region for $\beta_0$, which is based on the large sample distribution of $\hat{\beta}_n$. In fact, the approaches based on the likelihood ratio and the score statistics can also be given. Here we omit the details which are similar to the discussion of Hamilton (1986).

**Remark 2.7.** The computation of $\tilde{F}_{1n}$ (or $\tilde{F}_{1n}$) is very important in small sample situation, which depends on the computations of $\hat{\beta}_n$ and $\hat{\gamma}_n$. The computational procedures of the nonlinear least squares estimators $\beta_n$ and $\gamma_n$ are detailed in Section 4 below.
2.3 Hypothesis test for testing $g = g_0$

Another important problem considered in this section is testing a null hypothesis $H_0 : g(\cdot) = g_0(\cdot)$. The hypothesis test for testing $g = g_0$ has been discussed by some authors. See, for example, Eubank and Speckman (1990), Eubank and Hart (1992), Gozalo (1993), and Gao (1996a). Recently, Azzalini and Bowman (1993) investigated the test statistic for testing $H_0 : g$ is linear and alternative hypothesis $H_0' : g$ is a smooth function, and constructed the test statistic which displays the same form as the statistic of Durbin-Watson and Munson and Jernigan (1989). Like Azzalini and Bowman (1993), we can construct a test statistic for testing null hypothesis test $H_0 : g = g_0$. But here $q = q_n \to \infty$ as $n \to \infty$, so we need to modify the $F$-statistic used by Azzalini and Bowman (1993). Because of the same reason, some test statistics proposed by Gallant (1987) and Seber and Wild (1989) for testing non-linear regression functions should also be modified here.

In the following, we will construct a test statistic for testing the null hypothesis $H_0 : g = g_0$.

Based on Assumption 2.1, the null hypothesis $H_0 : g = g_0$ is equivalent to $H_0' : \gamma = \gamma_0$ (known vector). This suggests using a test statistic of the form

$$F_{2n} = (2q_n)^{-1/2} \sigma^{-2}((\hat{\gamma}_n - \gamma_0)^TW(\hat{\theta}_n)^TW(\hat{\gamma}_n - \gamma_0) - q\sigma^2),$$

where $W(\hat{\theta}_n) = Z(\hat{\beta}_n) = (Z(\hat{x}_1^T\hat{\beta}_n), \ldots, Z(\hat{x}_n^T\hat{\beta}_n))^T$ and $\sigma^2 = E\epsilon_1^2$ is known. If $\sigma^2 = E\epsilon_1^2$ is unknown, it can be replaced by the above consistent estimate $\hat{\sigma}_n^2$ without affecting the following Theorem 2.3.

For investigating the asymptotic behaviour of the test statistic $F_{2n}$, we introduce the following Assumption 2.5.

**Assumption 2.5.**

(i) There exists a sequence of real numbers $j_n \ (j_n \to \infty \ as \ n \to \infty)$ such that for $n \to \infty$

$$j_nq_n^{-1}\max_{1 \leq i \leq n} \sum_{j=1}^{n} p_{ij}^2 \to 0;$$

(ii) $q_n^{-1}\max_{1 \leq i \leq n} k_i^2 \to 0$ as $n \to \infty$, where $k_i$ denote the eigenvalues of the matrix $P_0$;

(iii) $\max_{1 \leq j \leq p} \sum_{k=1}^{n} (\sum_{s=1 \neq k}^{n} P_{ik}v_{ij})^2 = 0$, where $t_i = x_i^T\beta_0$ and $v_{ij} = Z'(t_i)^T\gamma_0^T x_{ij}$.

**Remark 2.8.**

(i) Like Assumption 2.4(ii), Assumptions 2.5(i)(ii) restrict the growth rate of $q_n$. Assumption 2.5(i)(ii) are needed for the application of Theorem 5.1 of De Jong (1987).

(ii) Assumption 2.5(iii) imposes some orthogonality restriction on $\{v_{ij}\}$ and $\{\gamma(t_i)\}$, which holds in many cases. See, for example, Fhesmond and Gallant (1991) gave $p_{ij} = \frac{2}{n} \sum_{k=1}^{q} c_k z_k(t_i) z_k(t_j)$ (c1 = 1/2, c2 = 1, k ≥ 2). If $\{x_{ij} z_k(t_i)\}$ and $\{z_k(t_i)\}$ are orthogonal for all $j$, $k$, and $l$ (i.e. $\sum_{i=1}^{n} x_{ij} z_k(t_i) z_k(t_i) = 0$), then Assumption 2.5(iii) holds immediately. Recently, Eubank and Hart (1992) also
used some orthogonality conditions. For the case where \( \{x_i\} \) is i.i.d. random variable, Assumption 2.5(iii) holds with probability one by applying the law of strong large numbers.

Now, we give one of the main results below.

**Theorem 2.3.** Assume that the conditions of Theorem 2.2 and that Assumption 2.5 hold. Let \( Ee_i^2 < \infty \). Then under the null hypothesis \( H_0 : g = g_0 \)

\[
F_{2n} \rightarrow D N(0,1), \quad \text{as} \quad n \to \infty.
\]

Furthermore, if \( H_1 : g \neq g_0 \) holds, then \( F_{2n} \rightarrow \chi^2 \) as \( n \to \infty \).

**Remark 2.9.** Theorem 2.3 states that \( F_{2n} \) has an asymptotic standard normal distribution under null hypothesis \( H_0 \). In general, \( H_0 \) should be rejected if \( F_{2n} \) exceeds some approximate upper-tail critical value, \( F_n \), of the standard normal distribution.

The proofs of Theorems 2.1 through 2.3 are given in the Appendix.

**Remark 2.10.** As there is a close connection between hypothesis test and data-driven smoothing parameter. Eubank and Hart (1992) and Eubank et al. (1993) proposed some new approaches to construct test statistics for testing \( H_1 : g \) is linear or \( H_1' : g \) is a smooth function.

In this section, we will give some similar discussions. Consider the hypothesis test problem

\[
H_0 : g(t) = t,
\]

\[
H'_0 : g(t) = t + g_1(t), \quad t \in T
\]

where \( g_1 \) is an unknown smooth function.

The following discussion is based on \( g_1 \) being approximated by a class of orthogonal series functions \( \{p_k(\cdot), k = 1, 2, \ldots, n-p\} \).

For the following discussion, we introduce the orthogonality conditions below.

**Assumption 2.6.** Let \( \{p_k(\cdot), k = 1, 2, \ldots, n-p\} \) be the functions on \( T \) that satisfy the orthogonality conditions

\[
\sum_{i=1}^{n} p_k(x_i^T \beta_0)p_l(x_i^T \beta_0) = n \delta_{kl}, \quad k, l = 1, 2, \ldots, n-p,
\]

\[
\sum_{i=1}^{n} p_k(x_i^T \beta_0)x_{ij} = 0, \quad j = 1, 2, \ldots, p; \quad k = 1, 2, \ldots, n-p.
\]

To test \( H_0 \), we consider fitting the alternative “model”

\[
Y_i = x_i^T \beta_0 + \sum_{k=1}^{q} p_k(x_i^T \beta_0)a_k + e_i, \quad i = 1, 2, \ldots, n.
\]
Let \( X = (x_1, \ldots, x_n)' \), \( Y = (Y_1, \ldots, Y_n)' \), and define
\[
\bar{\beta}_n = (\bar{\beta}_{n1}, \ldots, \bar{\beta}_{np})' = (X'X)^{-1}X'Y.
\]

Here it needs to assume that \( X \) is of full column rank. Based on \( \{t_i, Y_i; 1 \leq i \leq n\} \) (\( t_i = x_i'\beta_0 \)) we define the sample “Fourier” coefficients
\[
\bar{a}_{kn} = a_{kn}(\beta_0) = \frac{1}{n} \sum_{i=1}^{n} p_k(x_i'\beta_0)Y_i.
\]

Since \( \{a_{kn}(\beta_0)\} \) depends on the unknown parameter \( \beta_0 \), we need to estimate \( a_{kn}(\beta_0) \). A natural estimate of \( \{a_{kn}(\beta_0)\} \) is
\[
\bar{a}_{kn} = a_{kn}(\bar{\beta}_n) = \frac{1}{n} \sum_{i=1}^{n} p_k(x_i'\bar{\beta}_n)Y_i.
\]

Assume that \( \sigma^2 \) and \( \beta_0 \) are known, an estimate of the risk with (2.25) is
\[
\frac{1}{n} \sum_{i=1}^{n} (Y_i - x_i'\beta_0)^2 - \frac{2\sigma^2}{n}(p + q)
\]
\[
- \frac{1}{n} \sum_{i=1}^{n} (Y_i - x_i'\beta_0)^2 \sum_{k=1}^{q} \bar{a}_{kn}^2 + \frac{2\sigma^2}{n}(p + q).
\]

An indication that \( H_0 \) is false is provided if (2.29) is minimized by any value of \( q \) other than zero.

Minimizing (2.29) is equivalent to maximizing
\[
\sum_{k=1}^{q} \bar{a}_{kn}^2 - \frac{2\sigma^2}{n}q.
\]

Similar to (2.6) of Eubank and Hart (1992), we propose using as test statistic the maximizer \( \bar{q} \) of
\[
R(y) = 0 \quad \text{if} \quad y = 0, \quad u_1
\]
\[
= \sum_{k=1}^{q} \bar{a}_{kn}^2 - \frac{\sigma^2C_q}{\bar{q}} \quad \text{if} \quad q = 1, 2, \ldots, n - p,
\]

where \( \sigma^2 \) is any consistent estimator of \( \sigma^2 \) and \( c_\alpha \) is chosen so that \( P(\bar{q} = 0) = 1 - \alpha \) under \( H_0 \).

Hence, a natural estimate of \( g(t) \) is
\[
\bar{g}_n(t) = t + \sum_{k=1}^{q} p_k(t)\bar{a}_{kn}.
\]

When the null hypothesis is not rejected \( \bar{g}_n(t) \) is simply the least squares estimate of the null model. Otherwise, \( \bar{g}_n(t) \) is a nonparametric estimate of the regression function \( g \). Under some suitable conditions, similar results can be given. The proofs are very tedious and therefore are omitted.
2.4 Optimal smoothing parameter selection

To discuss the smoothing parameter $h$ selection, we consider fitting the alternative "model"

\begin{equation}
Y_i = \sum_{k=1}^{h} z_k(x_i^\top \beta_0) \gamma_{0k} + e_i, \quad i = 1, 2, \ldots, n,
\end{equation}

where $h \in H_n = \{1, 2, \ldots, q_n\}$.

Various methods have been suggested for objectively choosing the smoothing parameter $h$. See, for example, Li (1986, 1987), Eastwood and Gallant (1991), and Eubank et al. (1993). Recently, Eubank and Hart (1992) proposed a new procedure of selecting $h$, which is connected with a null hypothesis test problem.

In this section, we will use $C_p$ and GCV and present some theoretical results to support their applications.

For applying the results of Li (1987), let $m_i(h) = \sum_{k=1}^{h} z_k(x_i^\top \beta_0) \gamma_{0k}$. Now (2.33) can be written as the "model"

\begin{equation}
Y = M_n(h) + e.
\end{equation}

where $M_n(h) = (m_1(h), \ldots, m_n(h))^\top$, $e = (e_1, \ldots, e_n)^\top$, and $Y = (Y_1, \ldots, Y_n)^\top$.

If $\beta_0$ is the known true parameter-of-interest, then we can define the pseudo-LS estimator $M_n(h, \beta_0)$ of $M_n(h)$ by

\begin{equation}
\tilde{M}_n = \tilde{M}_n(h, \beta_0) = Z_0(h)(Z_0(h)^\top Z_0(h))^{-1} Z_0(h)^\top Y = J_0(h) Y,
\end{equation}

where $Z_0(h) = (Z_h(x_1^\top \beta_0), \ldots, Z_h(x_n^\top \beta_0))^\top$ and $Z_h(\cdot) = (z_1(\cdot), \ldots, z_h(\cdot))^\top$.

Obviously, a natural estimate for $M_n(h, \beta_0)$ is

\begin{equation}
\hat{M}_n(h) = \hat{M}_n(h, \beta_n(h)) = Z_n(h)(Z_n(h)^\top Z_n(h))^+ Z_n(h)^\top Y = J_n(h) Y,
\end{equation}

where $\beta_n(h)$ is defined by (2.3), $Z_n(h) = (Z_h(x_1^\top \beta_n(h)), \ldots, Z_h(x_n^\top \beta_n(h)))^\top$, and $(\cdot)^+$ denotes the Moore-Penrose inverse.

The following two well-known procedures of selecting $h$ will be studied in detail in this section.

(i) Mallows $C_p$ (Mallows (1973)): select $h$, denoted by $\hat{h}_p$, that achieves

\begin{equation}
\min_{h \in H_n} n^{-1} \|Y - \hat{M}_n(h)\|^2 + 2\sigma^2 n^{-1} n.
\end{equation}

(ii) Generalized Cross-Validation (Craven and Wahba (1979)): select $h$, denoted by $\hat{h}_G$, that achieves

\begin{equation}
\min_{h \in H_n} n(n-h)^{-2} \|Y - \hat{M}_n(h)\|^2.
\end{equation}

The primary goal of this section is to demonstrate that under reasonable conditions, these procedures are asymptotically optimal in the sense that

\begin{equation}
\frac{\hat{L}_n(k) - \hat{L}_n(h)}{\inf_{h \in H_n} \hat{L}_n(h)} \to 1 \quad \text{in probab.,}
\end{equation}

\begin{equation}
\hat{L}_n(h)
\end{equation}
where \( \hat{L}_n(h) = n^{-1}\|M_n - \hat{M}_n(h)\|^2 \), \( \hat{M}_n(h) = J_n(h)Y_n \), and \( M_n = M_n(y) \).

Another way to define those procedures which are asymptotically optimal is in the sense that

\[
(2.40) \quad \frac{\hat{L}_n(h)}{\inf_{h \in H_n} \hat{L}_n(h)} \to 1 \quad \text{in prob.,}
\]

where \( \hat{M}_n(h) = J_0(h)Y_n \), \( J_0(h) = Z_0(h)(Z_0(h)^T Z_0(h))^{-1}Z_0(h)^T \), and \( \hat{L}_n(h) = n^{-1}\|M_n - \hat{M}_n(h)\|^2 \).

In this section, we only consider selecting \( h \) in the sense that (2.40) holds. In order to give the results of this subsection, we introduce the following assumption.

**Assumption 2.7.**

(i) \( E \epsilon_1^8 < \infty \);

(ii) \( \inf_{h \in H_n} n\hat{R}_n(h) \to \infty \), where \( \hat{R}_n(h) = E(\hat{L}_n(h)) \);

(iii) \( \inf_{h \in H_n} \hat{L}_n(h) \to 0 \) as \( n \to \infty \);

(iv) \( \sup_{h \in H_n} \lambda_{\max}(I_n(h; \beta, \beta_0)) \to 0 \) uniformly as \( \|\beta - \beta_0\| \to 0 \) and \( n \to \infty \),

where \( \lambda_{\beta}(h) = (\lambda_0(x_1^\beta), \ldots, \lambda_0(x_n^\beta))^T \), \( J_0(h) = Z_0(h)(Z_0(h)^T Z_0(h))^{-1}Z_0(h)^T \), and \( I_n(h; \beta, \beta_0) = (J_0(h) - J_0(h))^T(J_0(h) - J_0(h)) \);

(v) there exists an absolute constant \( b \) such that for any \( a > 0 \)

\[
\sup_{x \in H} P(x - a \leq \epsilon_1 \leq x + a) \leq ba.
\]

**Remark 2.11.** We can show by using the similar reason as the proof of Lemma A.3 in the Appendix that \( \lambda_{\max}(I_n(h; \beta, \beta_0)) \to 0 \) and we also observe from Assumption 2.7(ii) that \( \hat{R}_n(h) \) is typically of order \( n^{-1+t} \) for some \( 0 < t < 1 \). Assumption 2.7(iv) restricts that \( \lambda_{\max}(I_n(h; \beta, \beta_0)) \) needs to have order higher than \( n^{-1+t} \) for some \( 0 < t < 1 \). Assumption 2.7(iv) is easy to verify when both \( Z_0^T Z_\beta \) and \( Z_0^T Z_0 \) are diagonal matrices (see Remark 2.4(i)). Assumption 2.7(v) is satisfied if \( \epsilon_1 \) has a bounded density.

Now, we give the following results for the case of \( g(t) \neq t \).

**Theorem 2.4.**

(i) Assume that the conditions of Theorem 2.2 and Assumption 2.7(i)(ii)(iv) hold. Then \( \hat{h}_n \) defined by (2.37) is asymptotically optimal when \( g(t) \neq t \).

(ii) If \( \sigma^2 \) in (2.37) is unknown and \( \hat{\sigma}^2 \) is replaced by a consistent estimator \( \hat{\sigma}^2 \), then \( \hat{h}_n \) is asymptotically optimal.

**Theorem 2.5.** Assume that the conditions of Theorem 2.2 and that Assumption 2.7 hold. Then \( \hat{h}_C \) defined by (2.38) is asymptotically optimal when \( g(t) \neq t \).

**Remark 2.12.**

(i) As a matter of fact, there do exist examples, which \( C_p \) is consistent and asymptotically optimal while \( GVC \) is consistent but not asymptotically optimal (see Li (1996)).
(ii) Other useful data-driven techniques for selecting optimal smoothing parameter such as Cross-validation and Stein estimates can also be discussed similarly in this subsection.

Remark 2.13. An important problem is that what happens to the conclusion of Theorem 2.2 when \( q \) is data-driven. In fact, it can be shown that the conclusion of Theorem 2.2 still holds when \( q \) in the definition of \( \hat{\theta}_n \) is replaced by \( h_n \) (or \( h_{C2} \)). Here we omit the details for they are lengthy, which will be given in another paper.

Remark 2.14. The following useful criteria for selecting the optimal smoothing parameter \( q \) (nonrandom selection) are based on the order of the average squared error (ASE) and mean average squared error (MASE).

Now, we give the final results of this section.

**Theorem 2.6.** Under the conditions of Theorem 2.2, we have

\[
\hat{D}_n(h) = \frac{1}{n} \sum_{i=1}^{n} (\hat{g}_n(t_i) - g(t_i))^2 = \frac{h}{n} \sigma^2 + o_p(n^{-1}h) + o_p(n^{-1}),
\]

where \( \hat{g}_n(t) \) is defined by (2.4) and \( t_i = x_i^T \beta_0 \).

**Theorem 2.7.** Under the conditions of Theorem 2.2, we have

\[
D_n(h) = \frac{h}{n} \sigma^2 + o(n^{-1}h).
\]

where \( D_n(h) = E\hat{D}_n(h) = \frac{1}{n} \sum_{i=1}^{n} E(\hat{g}_n(t_i) - g(t_i))^2 \).

**Remark 2.15.**

(i) If \( \beta_0 \) is unknown true parameter in (2.41) and (2.42), it can be replaced by the above LS estimate \( \hat{\beta}_n \) without affecting the results of Theorems 2.6 and 2.7.

(ii) It is clear from the results of Stone (1982) that \( h = h_n = O(n^{1/3}) \) in (2.41) and (2.42) is optimal. so \( \hat{D}_n(h) \) and \( D_n(h) \) can achieve the optimal rate of convergence \( O(n^{-2/3}) \).

The proofs of Theorems 2.4–2.7 will be given in the Appendix.

3. Discussion of a certain related partially nonlinear model

Consider the model given by

\[
Y_i = f(x_i, \beta_0) + g(t_i) + e_i, \quad i = 1, 2, \ldots,
\]

where \( x_i = (x_{i1}, \ldots, x_{ib})^T \) (\( b \geq 1 \)) and \( t_i = (t_{i1}, \ldots, t_{id})^T \) (\( d \geq 1 \)) are known and nonrandom design points, \( \beta_0 = (\beta_{01}, \ldots, \beta_{0p})^T \) (\( p \geq 1 \)) is an unknown parameter vector over \( \Theta_1 \) (a compact subset of \( R^p \)), \( f_i(\beta_0) = f(x_i, \beta_0) \) are some known
function, \( g() \) is an unknown function over \( T \subset R \), and the \( e_i \) are i.i.d. random errors with \( Ee_i = 0 \) and \( Ee_i^2 = \sigma^2 < \infty \).

The model defined in (3.1) includes some classical models: such as nonlinear models \( Y_i = f(x_i, \beta_0) + e_i \) \( g = 0 \) in (3.1)); nonparametric regression models \( Y_i = g(t_i) + e_i \) \( f = 0 \) in (3.1)); and semiparametric regression models \( Y_i = x_i^T \beta_0 + g(t_i) + e_i \) \( f(x, \beta_0) = x_i^T \beta_0 \) in (3.1)). As can be seen, there is a bewildering array of interesting special cases of the partially nonlinear models. Some of them have been thoroughly studied and specific estimation procedures for them have been developed. See, for example, Gallant (1987), Seber and Wild (1989), Hardle (1990), Hastie and Tibshirani (1990), Wahba (1990), Robinson (1988), and Gao et al. (1994).

In this section, we will apply the above finite series approximation technique to \( g(\cdot) \) to construct a nonlinear least squares estimator of \( \beta_0 \). Meanwhile, the asymptotic normality of a test statistic for testing \( H_0 : g(\cdot) = 0 \) is also obtained. Based on \( g(\cdot) \) satisfying Assumption 2.1, the LS estimator \( \hat{\beta}_n = ((\hat{\beta}_n)^T, (\gamma_n)^T)^T \) of \( \beta_0 = (\beta_0^T, \gamma_0^T)^T \) can be defined as the solution of

\[
S_n(\beta_0) = \sum_{i=1}^{n} (Y_i - m_i(\beta_0))^2 = \text{min},
\]

where \( m_i(\beta_0) = f_i(\beta_0) + B(t_i)^T \gamma_0, \) and \( B(\cdot) = (a_1(\cdot), \ldots, a_q(\cdot))^T \) with \( a_k(\cdot) \) defined over \( T \subset R \) and \( \gamma_0 \) is defined as in Assumption 2.1.

For constructing the main results of this section, we introduce the following assumptions. Most of them are similar to Assumptions 2.1 to 2.4.

Let
\[
f_i(\beta) = \left( \frac{\partial f_i(\beta)}{\partial \beta_j} \right)_{1 \leq j \leq p},
\]
\[
f_i''(\beta) = \left( \frac{\partial^2 f_i(\beta)}{\partial \beta_j \partial \beta_k} \right)_{1 \leq j, k \leq p},
\]
and
\[
u_j(x_i, \beta_0) = \left| \frac{\partial f_i(\beta)}{\partial \beta_j} \right|_{\beta = \beta_0}
\]

**ASSUMPTION 3.1.** Assumption 2.1 holds with \( \{x_i^T \beta_0\} \) replaced by \( \{t_i\} \).

**ASSUMPTION 3.2.**

(i) \( f_i(\beta) \) and \( f_i''(\beta) \) exist for \( \beta \) near \( \beta_0 \);

(ii) there exist some bounded functions \( s_j(\cdot) \) over \( T \) such that for all \( 1 \leq i \leq n \) and \( 1 \leq j \leq p \)

\[
u_j(x_i, \beta_0) - s_j(t_i) = \epsilon_{ij},
\]

where \( \epsilon_{ij} \) are real sequences satisfying

\[
\lim_{n \to \infty} \frac{1}{n} \sum_{i=1}^{n} \epsilon_{ij}^2 = B_1
\]

and

\[
\limsup_{n \to \infty} \frac{1}{n^{1/2} \log n} \max_{1 \leq m \leq n} \left\| \sum_{i=1}^{m} \epsilon_{ij} \right\| < \infty
\]

for any permutation \( (j_1, j_2, \ldots, j_n) \) of the integers \( (1, 2, \ldots, n) \), where \( \epsilon_i = (\epsilon_{i1}, \ldots, \epsilon_{ip})^T \) and \( B_1 \) is a positive definite matrix with order \( p \times p \).
Assumption 2.2 (ii) holds with \(\{h_j(x_i^\top \theta_0)\}\) replaced by \(\{a_j(t_i)\}\).

Assumption 3.3. \(m_n(\theta)\) satisfies Assumption 2.3.

Assumption 3.4.
(i) \(Z\) is of full column rank \(q_n\) for \(n\) large enough, and \(\liminf_{n \to \infty} \lambda_{\min}(Z^\top Z/n) > 0\), where \(Z = (Z(t_1), \ldots, Z(t_n))^\top\); 
(ii) Assumption 2.4(ii) holds with \(P_0\) replaced by \(P = Z(Z^\top Z)^{-1}Z^\top\); 
(iii) Assumption 2.4(iii) holds with \(\{d_i \xi_{ij}\}\) replaced by \(\{u_j(x_i, \beta_0)\}\); 
(iv) Assumption 2.4(iv) holds with \(\{z_k(x_i^\top \beta_0)\}\) replaced by \(\{z_k(t_i)\}\); 
(v) \(\max_{1 \leq i \leq n} |f_i(\beta) - f_i(\beta_0)| \to 0\) uniformly as \(\|\beta - \beta_0\| \to 0\) and \(n \to \infty\); 
(vi) there exists an absolute constant \(\bar{d} > 0\) such that for all \((j,k)\)
\[
\limsup_{n \to \infty} \frac{1}{n} \sum_{i=1}^{n} \sup_{\|\beta - \beta_0\| \leq \bar{d}} \left( \frac{\partial^2 f_i(\beta)}{\partial \beta_j \partial \beta_k} \right)^2 < \infty;
\]
(vii) if, for a pair \((j,k)\)
\[
\sum_{i=1}^{\infty} \sup_{\|\beta - \beta_0\| \leq \bar{d}} \left( \frac{\partial^2 f_i(\beta)}{\partial \beta_j \partial \beta_k} \right)^2 = \infty,
\]
then there exists an \(M\) independent of \(i\) such that for all \(i\)
\[
\sup_{s \in \Theta_{i}, t \in \Theta_{i}} \left| \frac{\partial^2 f_i(s)}{\partial s_j \partial s_k} - \frac{\partial^2 f_i(t)}{\partial t_j \partial t_k} \right| \leq \sup_{\beta \in \Theta} \left| \frac{\partial^2 f_i(\beta)}{\partial \beta_j \partial \beta_k} \right|,
\]
where \(\Theta_{h} = \{\beta \in \Theta, \|\beta - \beta_0\| \leq h\}\).

Assumption 3.5. Assumption 2.5 holds with \(P_0\) replaced by \(P\) and Assumption 2.5(iii) holds with \(\{u_j\}\) replaced by \(\{u_j(x_i, \beta_0)\}\).

Remark 3.1. The discussions of Assumptions 3.1 through 3.5 follow similarly from Remarks 2.1 through 2.9 given in Section 2.

Now, we state the main results of this section.

Theorem 3.1. Assume that Assumptions 3.1 and 3.3 hold. Let \(M_n(\theta, \theta_0) = \sum_{i=1}^{n} (m_i(\theta) - m_i(\theta_0))^2\) \(\to \infty\) for all \(\theta \neq \theta_0\) and \(n \to \infty\). Then as \(n \to \infty\)
\[
\bar{\theta}_n - \theta_0 \to 0 \quad \text{a.s.}
\]

Theorem 3.2. Assume that Assumptions 3.1, 3.2 and 3.4 hold. Let \(\theta_0\) be in the interior of \(\Theta\) and \(\bar{\theta}_n\) be a strongly consistent least squares estimator of \(\theta_0\). Then as \(n \to \infty\)
\[
\sqrt{n}(\bar{\theta}_n - \theta_0) \to \mathcal{N}(0, \sigma^2 \mathcal{B}_1^{-1}).
\]
Remark 3.2. Theorem 3.2 only gives the asymptotic normality of the LS estimator of $\hat{\beta}_n$ for the case where $p$ is finite integer. The case of $p = p_n \to \infty$ as $n \to \infty$ can also be discussed. For this case, Assumptions 3.4(vi) and (vii) should be replaced by those which are similar to Assumptions 2.4(vii)–(viii) and the proof is similar to that of Theorem 3.3 below.

Remark 3.3. As in (2.4) and (2.11), we define the estimates of $g(\cdot)$ and $\sigma^2 - E\varepsilon_t^2$ by

\begin{equation}
\tilde{g}_n(\cdot) = Z(\cdot)^T \tilde{\gamma}_n
\end{equation}

and

\begin{equation}
\tilde{\sigma}^2_n = \frac{1}{n} \sum_{i=1}^{n} (Y_i - f(x_i, \hat{\beta}_n) - \tilde{g}_n(t_i))^2.
\end{equation}

Also, we may obtain easily some asymptotic properties of $\tilde{\sigma}^2_n$ and $\tilde{g}_n(\cdot)$.

Another important problem considered in this section is testing for a nonlinear model or partially nonlinear model, that is, testing $H_0 : g(\cdot) = 0$ or $H'_0 : g(\cdot)$ is an unknown smooth function. Based on Assumption 3.1, the null hypothesis $H_0 : g(\cdot) = 0$ is equivalent to $H'_0 : \gamma_0 = 0$. This suggests using a test statistic of the form

\begin{equation}
F_{3n} = \left(2q_n\right)^{1/2} \sigma^{-2} (\tilde{\gamma}_n^T Z^T Z \gamma_n - q\gamma_0^T),
\end{equation}

where $\sigma^2 = E\varepsilon_t^2$ is known and $\tilde{\gamma}_n$ is defined by (3.2). Also, if $\sigma^2$ is unknown, it can be replaced by $\tilde{\sigma}^2_n$ without affecting the conclusion of Theorem 3.3 below.

**Theorem 3.3.** Assume that the conditions of Theorem 3.2 and that Assumption 3.5 hold. Let $E\varepsilon_t^2 < \infty$. Then under the null hypothesis $H_0 : g(\cdot) = 0$

\begin{equation}
F_{3n} \to D N(0, 1), \quad \text{as} \quad n \to \infty.
\end{equation}

Furthermore, we have $F_{3n} \to P \infty$ under $H_1 : g(\cdot) \neq 0$.

Remark 3.4. The discussions similar to Remarks 2.1 through 2.17 are omitted here. The proofs of Theorems 3.1–3.3 are given in the Appendix.

4. Computational aspects

In this subsection, we only give some computational procedures in outline for the nonlinear LS estimators $\hat{\beta}_n$ and $\hat{\gamma}_n$. Consider the model given by (let $g(t) = e^t$ and $p = 1$ in (1.1))

\begin{equation}
Y_i = e^{x_i^T \hat{\beta}_0} + \varepsilon_i, \quad i = 1, 2, \ldots, n,
\end{equation}

where $x_i - 2n(i - 1)/n$ and $\varepsilon_i$ are i.i.d. $N(0, 10)$ random variables.
The approximation function is the family of trigonometric functions \( \{ \cos(jt), \sin(jt); j = 1, 2, \ldots, k_n = [n^{1/5}] \} \) used by Eastwood and Gallant (1991), where the \([x]\) denotes the largest integer part of \(x\) satisfying \([x] \leq x\).

Now, the approximation function of \(g(t)\) is defined by

\[
\tilde{g}_n(t) = \sum_{j=1}^{q} \omega_j(t) \gamma_j = \sum_{j=1}^{k} (\cos(jt) \gamma_{j1} + \sin(jt) \gamma_{j2}),
\]

where \( q_n = 2k_n - 2[n^{1/5}] \) and \( \gamma_0 = (\gamma_{11}, \ldots, \gamma_{1q})^T \). \( \gamma_{11}, \ldots, \gamma_{1q}, \gamma_{k1}, \gamma_{k2} \).

Then, it is easy to see that Assumptions 2.3 and 2.4 hold.

Next, by (2.3) we define the nonlinear LS estimator \( \hat{\theta}_n = (\hat{\beta}_{n1}^T, \hat{\gamma}_n^T)^T \) of \( \theta_0 = (\beta_0^T, \gamma_0^T)^T \) by

\[
S(\beta, \gamma) = \sum_{i=1}^{n} \left[ Y_i - \sum_{j=1}^{k} (\gamma_{j1} \cos(jx_i \beta) + \gamma_{j2} \sin(jx_i \beta)) \right]^2 = \min!
\]

In the following, we give some iterative algorithms in outline for the above nonlinear LS estimator.

For an initial value \( \beta^{(0)} \), we can obtain from Eastwood and Gallant (1991) that the IS estimators of \( (\gamma_{11}, \gamma_{21}) \) are

\[
\gamma_{j1}^{(1)} = \gamma_{j1}(\beta^{(0)}) = \frac{2}{n} \sum_{i=1}^{n} Y_i \cos(jx_i \beta^{(0)}),
\]

\[
\gamma_{j2}^{(1)} = \gamma_{j2}(\beta^{(0)}) = \frac{2}{n} \sum_{i=1}^{n} Y_i \sin(jx_i \beta^{(0)}).
\]

Now, we can define an estimator \( \beta^{(1)} \) of \( \beta_0 \) by minimizing

\[
S(\beta_0, \gamma^{(1)}) = \sum_{i=1}^{n} \left[ Y_i - \sum_{j=1}^{k} (\gamma_{j1}^{(1)} \cos(jx_i \beta_0) + \gamma_{j2}^{(1)} \sin(jx_i \beta_0)) \right]^2.
\]

Iteratively, based on \( \beta^{(p)}, p = 1, 2, \ldots \) we can find \( (\gamma_{j1}^{(p+1)}, \gamma_{j2}^{(p+1)}) \) which minimizes \( S(\beta^{(p)}, \gamma^{(p+1)}) \).

Ruhe and Wedin (1980) proved that the above iterative algorithms are convergent and have asymptotical convergence rates. The details can be obtained from Ruhe and Wedin (1980).

The iterative procedure below is known as the Gauss-Newton method for nonlinear least squares.

For an initial vector \( (\tilde{\beta}^{(1)}, \tilde{\gamma}^{(1)}) \), the following iterative procedure is easy to use in practice,

\[
\tilde{\beta}^{(p+1)} = \tilde{\beta}^{(p)} + (V(p)^T(I - P(p))V(p))^{-1} V(p)^T(I - P(p)) e,
\]

\[
\tilde{\gamma}^{(p+1)} = \tilde{\gamma}^{(p)} + n^{-1} \text{diag}(1, 2, \ldots, 2) W(\tilde{\beta}^{(p)})^T (I - V(p)(V(p)^T(I - P(p))V(p))^{-1} V(p)^T (I - P(p))) e,
\]
where $V(p) = (v_1(\tilde{\theta}^{(p)}), \ldots, v_n(\tilde{\theta}^{(p)}))^\top$, $v_i(\tilde{\theta}^{(p)}) = Z'(x_i, \tilde{\beta}^{(p)}) \cdot \gamma^{(p)} \cdot x_i$, $F(p) = n^{-1} \cdot W(\tilde{\theta}^{(p)}) \text{diag}(1, 2, \ldots, 2) W(\tilde{\theta}^{(p)})^\top$, $W(\tilde{\theta}^{(p)}) = (w_1(\tilde{\theta}^{(p)}), \ldots, w_n(\tilde{\theta}^{(p)}))^\top$, and $w_i(\tilde{\theta}^{(p)}) = Z(x_i, \tilde{\beta}^{(p)})$.

At some step $p_0$, if $||\theta^{(p_0+1)} - \theta^{(p_0)}|| < 0.001$, then the above iterative procedure is terminated and $\hat{\theta}^{(p_0+1)} = (\tilde{\beta}^{(p_0+1)}\gamma^{(p_0+1)})^\top$ is taken to be the desired estimate of $\hat{\theta}_n = (\tilde{\beta}_n, \gamma_n)^\top$ defined by (4.3).

Thus, based on the above algorithms, we can discuss the finite sample properties of some estimates. The measures for the estimates $\hat{\beta}_n$ and $\hat{\sigma}_n^2$ are taken to be

\begin{equation}
||\hat{\beta}_n - \beta_0|| \quad \text{and} \quad |\hat{\sigma}_n^2 - \sigma_0^2|.
\end{equation}

The simulation results for the cases where $n = 100$ and $n = 200$ can be given based on (4.1) through (4.7). The details obtained using the Splus commands (see Chapter 10 of Chambers and Hastie (1992)) are given in the following Tables 1 and 2.

**Table 1. The Estimates and the Biases for $n = 100$.**

| $\beta_0$ | $\hat{\beta}_n$ | $|\hat{\beta}_n - \beta_0|$ | $\hat{\sigma}_n^2$ | $|\hat{\sigma}_n^2 - \sigma_0^2|$ |
|-----------|-----------------|-----------------------------|-----------------|-----------------------------|
| 0.1       | 0.0892          | 0.0108                      | 10.0232         | 0.0253                      |
| 0.2       | 0.2007          | 0.0007                      | 10.0093         | 0.0093                      |
| 0.3       | 0.2907          | 0.0093                      | 10.0103         | 0.0103                      |
| 0.4       | 0.4017          | 0.0017                      | 10.0035         | 0.0035                      |
| 0.5       | 0.5009          | 0.0009                      | 10.0016         | 0.0016                      |
| 0.6       | 0.6008          | 0.0008                      | 9.9989          | 0.0011                      |
| 0.7       | 0.6991          | 0.0009                      | 9.9959          | 0.0010                      |
| 0.8       | 0.7992          | 0.0008                      | 10.0025         | 0.0025                      |
| 0.9       | 0.9011          | 0.0011                      | 10.0016         | 0.0016                      |
| 1.0       | 0.9984          | 0.0015                      | 10.0045         | 0.0045                      |

**Table 2. The Estimates and the Biases for $n = 200$.**

| $\beta_0$ | $\hat{\beta}_n$ | $|\hat{\beta}_n - \beta_0|$ | $\hat{\sigma}_n^2$ | $|\hat{\sigma}_n^2 - \sigma_0^2|$ |
|-----------|-----------------|-----------------------------|-----------------|-----------------------------|
| 0.1       | 0.0896          | 0.0104                      | 10.0103         | 0.0103                      |
| 0.2       | 0.2004          | 0.0004                      | 10.0051         | 0.0051                      |
| 0.3       | 0.2909          | 0.0091                      | 10.0062         | 0.0062                      |
| 0.4       | 0.4016          | 0.0016                      | 10.0026         | 0.0026                      |
| 0.5       | 0.5009          | 0.0009                      | 10.0011         | 0.0011                      |
| 0.6       | 0.6007          | 0.0007                      | 9.9999          | 0.0010                      |
| 0.7       | 0.6993          | 0.0007                      | 10.0009         | 0.0009                      |
| 0.8       | 0.7994          | 0.0006                      | 10.0024         | 0.0024                      |
| 0.9       | 0.9009          | 0.0009                      | 9.9987          | 0.0013                      |
| 1.0       | 0.9989          | 0.0011                      | 10.0032         | 0.0032                      |
**Remark 4.1.** The small sample results above support the new estimators given in (2.3), (2.4), and (2.11) and the above Theorems 2.1 and 2.2 above.
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**Appendix**

For convenience and simplicity, let $C$ ($0 < C < \infty$) denote some constant which may have different values at each appearance throughout this paper. In the following, we only prove Theorems 2.1 through 2.7 and the proofs of Theorems 3.1 through 3.3 follow similarly from those of Theorems 2.1 to 2.3.

In order to complete the proofs of Theorems 2.1–2.7, we need to introduce the following lemmas and their proofs can be found in Gao (1995).

**Lemma A.1.** Assume that Assumptions 2.2 and 2.4(ii)(iii)(iv) hold. Then

\[
\lim_{n \to \infty} \frac{1}{n} V(\theta_0)^\top (I - P_0) V(\theta_0) = B,
\]

where $V(\theta) = (v_1(\theta), \ldots, v_n(\theta))^\top$, $v_i(\theta) = Z(x_i^\top \beta)^\top \gamma \tau_j$, $v_{ij} = Z(x_i^\top \beta)^\top \gamma x_{ij}$, $1 \leq i \leq n$, $1 \leq j \leq p$, $P_0 = P_{\theta_0} = W(\theta_0)(W(\theta_0)^\top W(\theta_0))^{-1} W(\theta_0)^\top$, $W(\theta) = (w_1(\theta), \ldots, w_n(\theta))^\top$, $w_i(\theta) = Z(x_i^\top \beta)$, $1 \leq i \leq n$, and $B$ is defined as in Theorem 2.2.

**Lemma A.2.** Under the conditions of Theorem 2.2, we have

\[
\limsup_{n \to \infty} \lambda_{\max}(nA_{\theta_0}^{-1}) < \infty,
\]

where

\[
A_{\theta_0}^{-1} = (A_{\theta_0}^{ij})_{1 \leq i, j \leq 2},
\]

\[
A_{\theta_0}^{11} = (V(\theta_0)^\top (I - P_0) V(\theta_0))^{-1},
\]

\[
A_{\theta_0}^{12} = -A_{\theta_0}^{-1} V(\theta_0)^\top W(\theta_0)(W(\theta_0)^\top W(\theta_0))^{-1},
\]

\[
A_{\theta_0}^{21} = (W(\theta_0)^\top W(\theta_0))^{-1} W(\theta_0)^\top V(\theta_0) A_{\theta_0}^{-1},
\]

and

\[
A_{\theta_0}^{22} = (W(\theta_0)^\top W(\theta_0))^{-1} + (W(\theta_0)^\top W(\theta_0))^{-1} W(\theta_0)^\top V(\theta_0) A_{\theta_0}^{11} V(\theta_0)^\top W(\theta_0)(W(\theta_0)^\top W(\theta_0))^{-1}.
\]

**Lemma A.3.** Assume that the conditions of Theorem 2.2 hold. Let $A_0 = A(\theta)^\top A(\theta)$ and $A(\theta) = (V(\theta), W(\theta))^\top$. Then $\lambda_{\max}(A_0 A_{\theta_0}^{-1} - I) \to 0$ uniformly as $\|\theta - \theta_0\| \to 0$ and $n \to \infty$. 
A.1 Proof of Theorems 2.1 and 2.2

The proof of Theorem 2.1 can also be found in Gao (1995). The proof of Theorem 2.2 is very lengthy and here we only give the proof in outline.

First, note that the following

\begin{equation}
S_n'(\theta) = 2 \sum_{i=1}^{n} (F_i(\theta) - g(x_i^T \beta_0) - e_i) F'_i(\theta)
\end{equation}

and

\begin{equation}
S_n''(\theta) = 2 \left( \sum_{i=1}^{n} F'_i(\theta) F'_i(\theta)^T - \sum_{i=1}^{n} F''_i(\theta) e_i \right)
\end{equation}

\[ + \sum_{i=1}^{n} d_i(\theta) F''_i(\theta) - \sum_{i=1}^{n} r_i(\theta_0) F''_i(\theta) \right), \]

where $F'_i(\theta) = (\frac{\partial}{\partial \theta_i} F_i(\theta))$, $F''_i(\theta) = (\frac{\partial^2}{\partial \theta_i^2} F_i(\theta))$, and $d_i(\theta) = F_i(\theta) - F_i(\theta_0)$.

From the mean-value theorem, there exists a $p_n \in [0, 1]$ such that

\begin{equation}
S_n'(\theta_0) = -2 \sum_{i=1}^{n} F'_i(\theta_0) e_i - 2 \sum_{i=1}^{n} F'_i(\theta_0) r_i(\theta_0)
\end{equation}

\[ = S_n(\hat{\theta}_n) + S_n''(\theta_0^*)(\theta_0 - \hat{\theta}_n), \]

where $\theta_0^* = (1 - p_n) \theta_0 + p_n \hat{\theta}_n$ is measurable from Lemma 3 of Jennrich (1969).

Since $\hat{\theta}_n$ is in the interior of $\Theta$ eventually, $S_n'(\hat{\theta}_n) = 0$. Now, (A.5) can be rewritten as

\begin{equation}
\frac{1}{2} S_n'(\theta_0) = -2 \sum_{i=1}^{n} F'_i(\theta_0) e_i - \sum_{i=1}^{n} F'_i(\theta_0) r_i(\theta_0)
\end{equation}

\[ = K_n \left( \sum_{i=1}^{n} F'_i(\theta_0) F'_i(\theta_0)^T \right) (\theta_0 - \hat{\theta}_n), \]

where

\begin{equation}
K_n = \sum_{i=1}^{n} F'_i(\theta_0^*) F'_i(\theta_0^*)^T \left( \sum_{i=1}^{n} F'_i(\theta_0) F'_i(\theta_0)^T \right)^{-1}
\end{equation}

\[ - \sum_{i=1}^{n} F''_i(\theta_n^*) e_i \left( \sum_{i=1}^{n} F'_i(\theta_0) F'_i(\theta_0)^T \right)^{-1}
\end{equation}

\[ + \sum_{i=1}^{n} (d_i(\theta_n^*) - r_i(\theta_0)) F''_i(\theta_n^*) \left( \sum_{i=1}^{n} F'_i(\theta_0) F'_i(\theta_0)^T \right)^{-1}
\]

\[ = A_{\theta_n^*} A_{\theta_0}^{-1} \sum_{i=1}^{n} F'_i(\theta_0^*) e_i \cdot A_{\theta_0}^{-1} + \sum_{i=1}^{n} (d_i(\theta_n^*) - r_i(\theta_0)) F''_i(\theta_n^*) \cdot A_{\theta_0}^{-1}
\end{equation}

\[ - A_{\theta_n^*} A_{\theta_0}^{-1} D(\theta_n^*) A_{\theta_0}^{-1} + O(\theta_n^*) A_{\theta_0}^{-1} , \]
where $A_{\theta}$ and $A_{\theta_0}$ are defined as before.

Note that (A.7) and Lemmas A.2 and A.3, in order to show that $\lambda_{\max}(K_n - I_{p+q}) \to 0$ a.s., it suffices to show that

\[(A.8) \quad n^{-1}\lambda_{\max}(B(\theta_0^*)) \to 0 \quad \text{a.s.}\]

and

\[(A.9) \quad n^{-1}\lambda_{\max}(C(\theta_0^*)) \to 0 \quad \text{a.s.}\]

uniformly as $\|\theta_0^* - \theta_0\| \to 0$ a.s. and $n \to \infty$.

Now, observe that $F_i''(\theta) = (a_{ijk}(\theta))_{1 \leq j, k \leq p+q}$ defined by Assumption 2.4(viii). For any nonzero vector $c = (c_1, \ldots, c_p, c_{p+1}, \ldots, c_{p+q})^T$ satisfying $c^Tc = 1$, we have

\[(A.10) \quad c^T B(\theta)c = \sum_{i=1}^{n}(c^T F_i''(\theta)c)e_i = \sum_{i=1}^{n} A_i(\theta)e_i.\]

Using the same reason as the proof of (4.7) of Wu (1981) and applying Corollary A of Wu (1981) and Assumptions 2.4(vii)(viii), we obtain that

\[(A.11) \quad n^{-1}\sup_{\|c\| = 1} (c^T B(\theta)c) = o(1) \quad \text{a.s.}\]

uniformly as $\|\theta_0^* - \theta_0\| \to 0$ a.s. and $n \to \infty$.

Next, applying the Cauchy-Schwarz inequality and using Assumptions 2.1, 2.4(vi), and 2.4(vii) we get that

\[(A.12) \quad n^{-1}\sup_{\|c\| = 1} (c^T C(\theta_0)c) = o(1) \quad \text{a.s.}\]

uniformly as $\|\theta_0^* - \theta_0\| \to 0$ a.s. and $n \to \infty$.

On the other hand, by Assumptions 2.1, 2.4(iii), and 2.4(iv) we have that for all $j$

\[(A.13) \quad \left| \sum_{i=1}^{n} v_{ij}(\theta_0) r_i(\theta_0) \right|^2 = \left| \sum_{i=1}^{n} k_{ij}(\theta_0) x_{ij} r_i(\theta_0) \right|^2 \leq \left( \sum_{i=1}^{n} k_{ij}^2(\theta_0) x_{ij}^2 \right) \cdot \sum_{i=1}^{n} r_i^2(\theta_0) = O(n) \cdot o(1) = o(n)\]

and

\[(A.14) \quad \sum_{k=1}^{q} \left| \sum_{i=1}^{n} c_k(x_i^T \beta_0) r_i(\theta_0) \right|^2 \leq \sum_{k=1}^{q} \left( \sum_{i=1}^{n} c_k^2(x_i^T \beta_0)^2 \right) \sum_{i=1}^{n} r_i^2(\theta_0) - o(n).\]

Thus

\[(A.15) \quad \left\| \sum_{i=1}^{n} F_i'(\theta_0) r_i(\theta_0) \right\| = o(n^{1/2}).\]
where $F'_i(\theta_0) = (v_{i1}(\theta_0), \ldots, v_{ip}(\theta_0); z_1(x_i^T \beta_0), \ldots, z_q(x_i^T \beta_0))^T$.

Therefore, by (A.6)-(A.15) we get

\begin{equation}
\left( \sum_{i=1}^{\tilde{n}} F'_i(\theta_0)F'_i(\theta_0)^T \right)^{-1} (\tilde{\theta}_n - \theta_0) = \sum_{i=1}^{\tilde{n}} F'_i(\theta_0)e_i + o_p(n^{1/2}).
\end{equation}

Thus, by Lemma A.1 and Lemma 3 of Wu (1981) we get that

\begin{equation}
\sqrt{n}(\tilde{\beta}_n - \beta_0) = \sqrt{n}(A_{11}^{11}, A_{12}^{12}) \left( V(\theta_0)^T e \right) + o_p(1)
= \sqrt{n}(V(\theta_0)^T (I - P(\hat{\beta}_n))V(\theta_0))^{-1} V(\theta_0)^T (I - P_0)e + o_p(1)
\rightarrow_{D} N(0, B^{-1} \sigma^2),
\end{equation}

where $e = (e_1, \ldots, e_n)^T$. This completes the proof of Theorem 2.2.

Remark A.1. The above (A.17) establishes the asymptotic normality of $\tilde{\beta}_n$ for the case where $p$ is finite integer. As $p = p_n \rightarrow \infty$ as $n \rightarrow \infty$, we can study the asymptotic distribution of a functional of $\tilde{\beta}_n$.

\begin{equation}
F(\tilde{\beta}_n) = (2p)^{-1/2} \sigma^{-2} [(\tilde{\beta}_n - \beta_0)^T (I - P(\hat{\beta}_n))V(\tilde{\beta}_n)] e,
\end{equation}

where $P(\tilde{\beta}_n) = Z_{\tilde{\beta}_n} (Z_{\tilde{\beta}_n}^T Z_{\tilde{\beta}_n})$. The proof is similar to that of Theorem 2.3 below.

A.2 Proof of Theorem 2.3

It follows from (A.16) that

\begin{equation}
\tilde{\gamma}_n - \gamma_0 = (A_{21}^{21}, A_{22}^{22}) \left( V(\theta_0)^T e \right) + o_p(n^{-1/2})
= (W(\theta_0)^T W(\theta_0))^{-1/2} (W(\theta_0)^T (I - V(\theta_0))(\tilde{V}(\theta_0) - V(\theta_0))^T e)
\end{equation}

\begin{equation}
+ o_p(n^{-1/2})
= (W(\theta_0)^T W(\theta_0))^{-1/2} (A_{11} + A_{22}) + o_p(n^{-1/2}),
\end{equation}

where $\tilde{V}(\theta_0) = (I - P_0)V(\theta_0)$, $A_{11} = (W(\theta_0)^T W(\theta_0))^{-1/2} W(\theta_0)^T e$, and $A_{22} = -(W(\theta_0)^T W(\theta_0))^{-1/2} W(\theta_0)^T (V(\theta_0)(\tilde{V}(\theta_0) - V(\theta_0)))^{-1} \tilde{V}(\theta_0)^T e$.

By using the conditions of Theorem 2.3 and applying Theorem 5.1 of De Jong (1987), we can obtain the proof of Theorem 2.3. See Gao (1995) for more details.

A.3 The proof of Theorems 2.4–2.7

Proofs of Theorems 2.4–2.7 are omitted here for they are very lengthy. See Gao (1995) for details.
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