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Abstract. A general probability model for a start-up demonstration test is
studied. The joint probability generating function of some random variables
appearing in the Markov dependence model of the start-up demonstration test
with corrective actions is derived by the method of probability generating func-
tion. By using the probability generating function, several characteristics re-
lating to the distribution are cbtained.
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1. Introduction

In this paper we deal with a general prohahility model for a start-up demon-
stration test. A start-up demonstration test is a mechanism by which a vender
demonstrates to a customer the reliability of a equipment with regard to its start-
ing. The vender repeats start ups of the equipment until & specified number of
consecutive successful start-ups are observed.

By assurmning that individual start-ups are independent events with a constant
probubility p, Hahin and Gage (1983} showed a recurrence formula for the prob-
abilities of the waiting time for the consecutive successes of the specified length.
Viveros and Balakrishnan (1993) derived the moments of the distribution and de-
veloped statistical inference of the parameter p. A Markov dependence model [or
the problem is also introduced by Viveros and Balakrishnan (1993). Balakrishnan
et al. {1995) derived joint probability generating functions for different statistics
involved in start-up demonstration festing under the Markov depcndence struc-
ture. Some corrective action models, such as single, double and sequential action
models are also introduced by Balakrishnan et al. (1995) in independent {rials. In
a single corrective action model, one corrective action on the cquipment is allowed
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156 N. BALAKRISHNAN ET AL.

regulting in o change in the probability of success. The equipment intervension
takes place at the time of the first failure. In a double corrective action model, two
corrective actions are allowed at the times of the first two failures. In a sequential
correclive action mwodel; corrective action is allowed at the time of every failuze.

Independently of these studies, statistical distribution theory on runs is de-
veloped by many authors. The start-up demonstration tests are closely related to
the geometric distribution of order £ and its modifications (cf. e.g. Feller ((1968),
pp. 303-341), Philippou et al. (1983), Aki and Hirano (1989, 1993, 1994), Johnson
et al. ({1992), pp. 426-432), Balasubramanian et al. (1993), Mohanty (1994) and
Godbole and Papastavridis (1994)}.

The purpose of this paper is to combine these various approaches and to
extend a corrective action model from independent trials to Markov dependent
trials.

2. Probability generating function

First of all we study a single corrective action model under the Markov de-
pendence structure. Denoting a success and a failure by § and F' respectively,
let Xy, X5, ... be a sequence of {5, F'}-valued random variables with the following
probahbilities: before the first F,

poo — P8 in the first trial} — 1 — gpo,
po1 = P(S | previous trial is §) =1 — g1,
and after the first ' (i.e. after the corrective action),
p1g = P(S in the trial just after the first £) =1 — g0,
p11 = P(9 | previous trial is 8) =1 — ¢11,
and
p1a = P(S | previous trial is F') =1 — g2.
Let ¢ be the required number of consecutive successful start-ups to achieve ac-

ceptance. We introduce the following 10 random variables: before the corrective
artion (i.e. hefore the first ), let

Sp = the number of 5 in the first trial.

Fiy = the number of F in the first trial = 1 — 5;.
Spi = the number of 5’s whose previous trial is S.
Iy = the number of F’s whose previous trial is 5.

After the corrective action,

S10 = the number of S in the trial just after the corrective action.

Fig = the number of F in the trial just after the corrective action = 1 — Syg.
511 = the number of S’s whose previous trial is 5.

Fy1 = the number of #'s whose previous trial is 5.

512 = the number of S’s whose previous trial is F.

Fiz = the numher of F's whose previons trial iz F.
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Let
Z = {S(],F[’],SO]_, FolaSlﬂaFl(]aSllaFllJSl2vF].2):

and let G(tg, ug, £1, u1, vo, wo, v1, Wi, vz, wy) bo the probability generating function
(p.g.f) of Z.

Suppose we have currently S-run of length 7 (i = 1,2,...,¢ — 1) and the
first F has not yet occurred. Let ¢; denote the conditional p.g.l of Z from this
time. Suppose the first F' has just occurred. Then, let H denote the conditional
p.g.f. of Z from this time. Suppose that the first F has already occurred and we
have currently S-run of length 7 {7 = U,1,2,...,¢ — 1). Then, let &; denote the
conditional p.g.f. of Z from this time.

By considering the condition of one-step ahead from every condition, we have
the following system of equations:

(2.1) G = pootopr + gooucH

&1 = port1Pz + qorur H

(2.2) ¢’2 = portiga + gortn H
Ge1 = Dbort1 -1+ goywr i
{2.3) H = provoé1 + grotodo
& —puwvife + guiwidp
(2.4) §2= puvigs + guwibo
§em1 =pniv1 - 1+ quiwido
(2.5) £o = p1av2b1 + qrawabo.

From (2.4), we have

1= (pryvg)e ! e—1
§1 = quwr—— —- -&o + (p1iv)< .
From (2.5), we see that
_ Ptz
o= ———&
1 —gi2tw2

Then, we have

- (p11v1)¢ (1 — priv1) (1 — qows)
{1 —pnv1)(1— grows) — qriuwn(l — {(pr1v1) Vp1ave’

&

and
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_ 1’12712(1711’”1)671(1 —Pu?ll)
(1= pre))(1 — qrawa) — qriwi {1 — (pr1v1)¢ )prave

€0
Then, (2.3) implies

(pr101)¢7 (1 = priv ) {provo(l — qrawa) + growopizva }

H = .
(1 —pnvi){l — qraws) — quwi{l — (pr1v1)° )p12va

By solving (2.2), we have

-H+ (pmh)c_l.

Then, from (2.1), we obtain

1 (ppity)et

(28) G= (P[J(]t()q{}iul
1 —porty

+ Q'oouo) < H + ponto(po 1)
= pooto(port1)"™"
+ %{(Pllvl)cfl(l — priv1){provo(l — qraws) + qrowopizva }
x {pootogorua(l — (port1) ') + qoouo(1 — porti)}},

where

R=(1-punt){{(1 —pnv )1 — qrows) — griun (1 - (pr191)° Vprave}.
Thus, we have

THEOREM 2.1. The probability generating function of Z is given as (2.6).

Remark. By setting poo — Poir — Poy o0 = gm1 = go = 1 — po, Pro =
Pl =P2=pL, Qo =g =¢2=q¢ =1—p1, o =11 = 70, uo = u = N,
vg =11 = v = 71 and wy = wy; = wg = 11, we obtain from (2.6) the joint p.g.f.
of {the number of &’s before the corrective action, the number of F before the
corrective action, the number of 5’s after the corrective action, the number of F’s
after the corrective action) in independent trials,

e o L—{pom0)®  qonolp1m)*(1 —p1m)
PpTo t o
1—poro 1 —pimi— g + auom{pim)©

which agrees with Result 4 of Balakrishnan et al. (1995).

Though we have obtained Theorem 2.1 just by solving the system of equa-
tions of conditional p.g.f.’s, we can get it also by considering structures of typical
sequences as follows.
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Tet X be the total number of attempted start-ups until the item is accepted
(i.e. the number of trials until the first consecutive ¢ successes). Corresponding to
X = ¢, we have the contribution to the p.g.f. to be

(2.7) poo(por) Mot ¢

For values greater than c, a typical sequence of start-ups leading to the acceptance
of the itemn with the first trial being a S and with & (> 1) sequences of failures, is
ome of the following two forms:
(A) $§---S F §--SF---F--.§--.SF--.F§--.8,
N i S ! N ! N et N et N it N, e’
at by=1 ay [2 e by c
O0<a;<<e—2, 1<ag;<e—1 for i=23,.. .k,
1<b; for i=2,3,...,k
(B) §§---SFF---FS...SF---F...5...§F---F§-..5,
N e S e S e e’ L N ——
] by as bo ap bg c
0<ag1<c—2, 1<g; <¢c—1 fori=23,...,k
2<by, 1<t Tor i=2,3,...,k
The contribution of (A) to the p.g.[. for [ixed &, is:

Pooto(ger¥r + portigorur + -+ + (P01t1)cf2%1u1)(}'7wvo)
X (grwn +puvignwr +--- + (pr11v1) g )
% (prava + qrawepiave + (quzwe)prove + ) o Tl o

FLobl (31
1— (port)"™"
1 -1
= ppogeiPiop1l’  totavoti S —

1 —pnty
1 1 — (pram )t kol
X Q11P12’W1U21 : .
= g1ty 1—-pum

Summing up from k& = 1 to oo, we obtain the contribution of (A) to the p.g.f. as

(2.8) T,
_ PoogorP1op1’  Houivov1 ST (1 — priv) (b — grawe) (1 — (paata)® *)
(1 — poit){(1 — priv ) (1 — qrowa) — qripr2wive + q11P12P11° P wi v ¢}

Similarly, we obtain the contribution of (B) to the p.g.f. as

(29) Ie
Poogo1 qropiapi s Houiwovarr (1 — pro {1 — (port1)” ")
(1 = port){(1 — puw1){1 — qrawa) — qriprawiva + quprepn® lwivevr© 1}

A typical sequence of start-ups leading to the acceptance of the item with the first
trial being a F and with k (> 1) failures is one of the following two forms:

eF-. 8. 8F--F§--- 5,
(C) FS. - 8F - FS - SF---F--8
ay by az b ap 18 c

2
1<, <e—1 fori=12,...,k
1<b;, fori=1,2,... kand k2 0
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(D) FF FS SF FS § § SF FS§ 8,
et e e e N S e —
b1 ax by ay Qg1 by €
1<, <c¢—1 fori=1.2,...k—1;
1<l for i=1,2,...,k aud k> 1.
Similarly as in (A), we obtain the contributions of (C) and (D) to the p.g.f. re-
gpectively as

goop1op11 ¢ Moo ST HL — privn ) (1 — quaws)

2.10 g = ;
( ) (1 — pr1v1){1 — qrzwa) — guipraw1va + guipiap11c L wivav €1
and
GooqioP12P11° Lugworav: €71 — prywn)
(2.11) Tp= —

(1 —privi)(1 — quawsz) — quip1za1ve + quipizpn* hwreaw
Finally, by making use of the expressions in (2.7), (2.8}, (2.9}, (2.10) and (2.11),
we derive the joint p.g.f. as

G = poopor“” tot1°7! + Ils + Mg + Tlc + Ip.

Of course, this expression agrees with {2.6).

Before cloging the section we note that our method can be applied directly
to study more complicated models such as double or sequential corrective action
models, though the corresponding results may not be so simple.

Here, we consider a double corrective action model under the Markov depen-
dence structure. Let X1, X5, ... be a sequence of {5, F'}-valued random variables
with the following probabilities: before the first F',

poo = P(S in the first trial) = L — ggo,

po = P8 | previous trial is 5} = 1 — go1,
between the first and the second F (i.e. between two corrective actions),
pig = P(5 in the trial just alter the first F) =1 — gyp,
p11 = P(S | previous trial is §) =1 — ¢11,
and after the second /" {i.e. after two corrective actions),

pop = P{S in the trial just after the second F) = 1 — gqq,
pz1 = P8 | previous trial is §) =1 — g3,
and
pag = P{S | previous trial is ) = 1 — gaa.
Let ¢ be the required number of consecutive successful start-ups to achieve ac-
ceptance. We introduce the following 14 random variables: before the corrective
actions (i.e. before the first F'), let
So = the number of S in the first trial.
Fy = the number of F' in the first trial = 1 — Sp.
Sg1 = the number of S’s whose previous trial is S.

Fj1 = the number of F’s whose previons trial is S
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Belween {wo corrective aclions,

5109 = the number of S in the trial just after the first corrective action.

Fyp = the number of F in the trial just after the first corrective action
=1 — Sp.

511 = Lhe number ol 8"s whose previous trial is 5.

Fy1 = the number of #’s whose previous trial is S.
After two corrective actions,

Sap = the number of S in the trial just after the second corrective action.

Fyy = the number of F' in the trial just after the second corrective action
=1-— 5.

S27 = the number of 5°s whose previous trial is 5.

F51 = the number of F’s whose previous trial is 5.

S99 == the number of 5™ whose previous trial is F.

Fy5 = the number of F’s whose previous trial is F.

Let
22 = (S[)a FD:‘S‘Ol,FUl’ SanFIO':SllaFlla S?O: FZDe 521:F21:5221F2‘2)

and let Ga(voo, Woo, Vo1, W1, V10, W10, V11, W11, V20, Wag, Va1, Wa1, Uaa, W) be the
probability generating function (p.g.f.) of Zs.

Suppose we have currently S-run of length i (i =1,2,...,¢~1) and the first
F' has not yet oceurred. Let ¢g; denote the conditional p.g.f. of Z» from this time.
Snuppose the first 7 hag just acenrred. Then, let. Hy denote the canditional p.e.f.
of Z> from this time. Suppose that the first F has already occurred, the sccond F
has not yet oceurred, and we have currently S-run of length j (j =1,2,...,¢—1).
Then, let ¢; denote the conditional p.g.f. of Z; from this time. Suppose that the
second F' has just occurred. Then, let H, denote the conditional p.g.f. of Zy from
this time. Suppose that the second £ has already occurred, and we have currently
S-run of length j (j — 0,1,2,...,c—1). Then, let ¢3; denote the conditional p.g.f.
of Zs from this time.

By considering the condition of one-step ahead from every condition, we have
the following system of equations:

{2.12) G2 = popvooPor + gooWoo H1

®o1 = Po1vo1Poz + gorwor H1

= v 3+ gorwor H
(2.13) $o2 = Po1vo1Pos + qorwor Ha

Po,c—1 = porvol * L+ yorwon £
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(2.14) I — proviedn + qrowinHz

@11 = privnndiz + qriwn s
$12 = pr1v11d13 + quwitHe

(2.15)

$1.e-1 = privin - 1+ quwiHa
(2.16) Hay = paguaodal + Gaowa0P2n

(o1 = PorvaPan + guiwaidan
(217, a2 = P21v21P23 + gr1Wa1920

b2 -1 = P21v21 - 1 + garwa1 20
(2.18) (og = Poavasdor + gzeWaadan.

We set
1— iVl a—=1
U; = piovsods1t ___(_“_i)_ + oo
1 —pava

and

Vi = piovio(pirvin )

for cvery nonnegative integer 5. Then, from (2.12) and (2.13) we have G2 =
UoH, + Vo. Similarly, from (2.14) and (2.15) we obtain H, = UiHy + V. By
solving (2.16), (2.17) and (2.18) we have Hy = Uagap + V2 and

pazvaz(p21ver )¢ H1 = pavar)
(1 = parva1)(1 — gaawsa) — Pagvagqarwar (1 — (Parva1)e 1)

(2.19) a0 —

Consequently, the p.g.f. of Zy in a double corrective action model is given as
G = Vo + UpVi + UpUr Va + UyUr Uz 20,

where ¢gp is given in (2.19).

Last in the section we consider a sequential corrective action model under
the Markov dependence structure. Let X7, Xs,... be a sequence of {8, F'}-valued
random variables with the following probabilities: before the first F,

poo = P(S in the first trial) = 1 — qoo,
por = P(S | previous trial is 8} =1 — go1,
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for i — 1,2,..., between the 4-th and the (¢ + 1) th F (i.c. between the é-th and
(¢ + 1)-th corrective actions),

P = P8 in the trial just after the i-th I') — 1 — gq,
pin = P(S | previous trial is §) =1 — ¢;;.

Let ¢ be the required number of consecutive successful start-ups to achieve ac-
ceptance. We introduce the following sequence of random variables: before the
corrective actions (i.e. before the first F'), let

Sp = the number of § in the first trial.

Fy = the number of F in the first trial — 1 — §j.
Sg1 = the number of 5°s whose previous trial is 5.
Fy1 = the number of F's whose previous trial is §.

Fori=1,2,..., between the i-th and (i + 1)-th corrective actions,

S;0 = the number of 5 in the trial just after the i-th corrective action.

F;5 = the nwmber of F' in the trial just after the i-th corrective action
=1— 5.

Si1 = the number of 5's whose previous trial is 5.

Fi = the nimber of F's whoge previous trial is S

Let
Zg = (SOaFOa So1y Fois S0, Fro, S11, F11, 520, Foo0, S215 Fo1,y - - )

and let Gs(’”um?UOU,?)01,wm,’vloawm,?111,U?11,U2o,wzo,v21,w21»---) be the p.g.f.
of ZS.

Suppose we have currently S-run of length j (7 = 1,2,...,¢—1) and the first
F has not yet occurred. Let ¢p; denote the conditional p.g.f. of Zg from this time.
For every nonnegative integer 1, snppose the i-th F has just oceurred. Then, let
H; denote the conditional p.g.f. of Zg from this time. Suppose that the ¢-th F
has already occurred, the {i 4 1)-th F has not yet occurred, and we have currently
S-run of length j (7 — 1,2,...,¢ — 1). Then, let ¢;; denocte the conditional p.g.{.
of Zg from this time.

By considering the condition of one-step ahead from every condition, we have
the following system of equations:

{2.20) Gs = poovoote1 + GoowooH

$o1 = Po1vo1Poz + gorwoer Hy

(2.21) P02 = po1vo1¢os + gorwor Hi

bo,e-1 = Porvo1 - L + gurwor H:
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for every positive inleger i,

(2.22) H; = povio®i + giowioHi

Bi1 = PirvirPio + girwin Hi
(2.23) iz = Pa1vi1Pis + Gawin Hipa
Gic—1 = parvi1 - L+ guwian Hip

Similarly as in the case of the double corrective action model, we have that
the p.g.f of Zg is given by

o0 n—1
G3=VQ+X(HUi)Vn.
n=1 \i=0

3. Some characteristics

We can derive some properties from the joint p.g.f. G obtained in the previous
section.

3.1 Markov dependence model with no corrective action
We set in (2.6),

Poc = Pos doo = 4o, Po1 = P1, go1 = 41,
P10 — P2, qio = 4 Py =P Q11 — 91»
P12 =P, @12 = G2, Vg =ta, Wy = Uz,
v =11, W = U, Vg = ta, W = Ua.

Then, we deduce the joint p.g.f. as

(pit1)¢ ' pata{goun(l — prt1) + poqitour (1 — (prt1)™ 1)}
(1 — prt1}{1 — qoua) — gipaurta + qupa(prt1)etusts
+ poto(prtr)” .

M=

3.2  Number of successes obscrved until acceptance
We denote by s the number of successes observed until acceptance. By setting

to=t1=vp =t =V =1
and

u0=u1-—w0—w1:w2:1,
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we obtain from (2.6) the p.g.f. of the distribution of the number of successes
observed until acceptance to be

(3.1)  TL{¢) = poopor” ' &°
P "t°(1 — puit){goo = (Po1 — poo)t — poopor“ qo1t¢}

+ :
(1 —port){l — ¢t + p11olgnatc}

From (3.1), we obtain, for example, the expected number of successes until
acceptance to be

P 1 - .
(3.2) E(s) = H;(]‘) = iﬂ(l —Po1) + T(l *P00P811)(1 — i)
do1 D11 Gi1

3.3 Number of failures observed until acceptance
We denote hy f the numher of failnres obhserved until acceptance. By setting

t(]:lfl:’l)g:’l)l:vg:l
and

Uy = U] = Wy = W = Wy = U,

we obtain from (2.6) the p.g.f. of the distribution of the number of failures observed
until acceptance to be

u{pio + (P12 — pro)u}
1= (1 — prap§y Hu

(3.3) g {u) = poopgy " + P11 — poopiy *) -

From (3.3), we obtain, for example, the expected number of failures until
acceptance to be

(3-4) E(f)=T0:{1) = (1 - poepo b {1 + 1=puopy } i

prapiy’
From (3.2) and (3.4), we simply get

poo(1 — g 1)
+ c—1
qn1 pll

1 — c—1 1 c—1 1 — pe
(35) E(s+f)=1+ ( poop‘”){ Dol p“}.

F5%) q11

3.4  Number of triels required to terminate the experiment
Let X be the number of trials required to terminate the experiment. By
setting in (2.6)

to—1, =V =¥ =Ua =Ug =] =Wy = W = Wy =1,

we obtain the p.g.f. of X to be

|
(3.6) Ix () = pooplT e + i1
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where

o—

A= P57 (1 = prat){p1o + (12 — p10)tH{ q00 + (Poo — Po1)t — poopiy 'qortt},
and

R={1—put){1— (p11 + qu2)t + (p11 — p12)t? + quaprapiy 't}

From (3.6), we derive the expected value of X to be

B(X) =Ty = 1 2 o0b ), (Lo affy ) [1= by 1206

c—1 +
qo1 P11 P12 q11

This agrees with the expression derived in equation (3.5).
Let us write the denominater of the second term in (3.6) as

R=1— Ayt + Aot® — Agt® + Ayt — Agt°T2

where
A1 = p11 + q12 + po1,
Ax =p11 — p12 + porlp11 + 12) = po1 + (1 + po1) (p11 — p12),
Az = por(pi1 — P12,
As = qup12p5,
and

Ay = P01Q11P12P'L1T1-
Similarly, let us write the numerater of the second term in (3.6) as

A= Bltc+1 + Bth+2 + B3tc+3 _ B4tc+4 - BSt26+1 . Bﬁt26+2 +B7t26+3,

where
Bi = p{1 'progon.
By = p{T H{pwolpoo — por) + qoo(prz — pro — propui)},
By = P‘Hl{(mo - poﬂ(}?lz — P10 — Prop11) — Guopr1{piz — p1o)}s
By = Pﬁ(j’?oo - Pm)(}?u - Pm)s
Bs = piT poopi; " go1p10,
Bg = P17 ' poorty | go1{mz ~ P10 — prop1),
and
B; = Pilpoopg;l%l(f’m — P1o)-
Let

I (t) = Tx (¢) — poopgy 15
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Then, equation (3.6) gives

(3.7) I (1) {1 — At + Aot? — Agt® + AT — A5te7?)
= Byttt | Byt 4 Bytet? - Byttt
. .B5t2c+1 - Bﬁt2c+2 + B7t2(:+3.

Comparing the coefficients of +* on both sides of (3.7}, we get the following relations
for the probabilitics:

Plc) = p{lopo] )

Plc+1) =By,

Plc+2)— A1 P(c+1) = By,

Plc+3)— AjP(c+2) + A P(c+ 1) = Bs,

P(r’+4) A1 P(c+3)+ AaP(c+2) — A3P{c+ 1) = — By,

Plx)—A1Plz— 1)+ AsP(x —2) — AzsP(x - 3) =0

for x=¢ | 5,c 1 6,...,2¢,

(3.8) P(2c+1) — A1 P(2¢) + Ay P(2¢ — 1) — AsP{2¢ — 2) = — B,

P(2c+2)— At P(2c + 1) + A P(2¢)

- A-;P{ c—1)+ Ay P{c+ 1) = —Bg,
P(2¢+3) — A1 P(2¢+2) + A3 P(2c + 1) — A3 P(2¢)
+ A4P(c +2)— AsP(c+1) = By,
and

Plz)— APz — 1)+ As Pl — 2} — AsP(x - 3)

+ APz —e—1) - AsP(z—c—2)=0
for » > 24+ 4.

Relations in (3.8} can be used to compute all necessary probabilities for X in
a simple recursive manner.
Let us rewrite equation (3.7) as

(3.9) Tx(0){1 — Art + Agt? — Agt® + Aqet”™! — Azte?)
— poopSy el — Art + Agt? — At 4 AgttT! — Astot?)
+ Bufttt £ BotT? 4 Batet? — Byt
_ B5t2c+1 _ B6t2“+2 + B7t2c+3
= Dot® + Dt 4 Dott2 4 Dyt 4 Dyttt
+D5t2(!+1 +D6t2c+2 4+ D7t2“+3,

where

Dy = poopi; s
Dy = By — poopiy ' A1 = B1 — DpAq,
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Dy =By | PUDPSIIAZ = By | Dys,
Dy =By *PoopgflAS = By — Dy As,
Dy = —By,

Dy = — By + poopy | As = —Bs + Do Aa,
Dg = ~Bg ~ poopl; ' As = —Bg — Do As

and
De = B,

From (3.9), we derive a recurrence relation for the raw moments of X as

EB(XF - A B(X + 1) A, E(X 4+ — A E(X + D)k
+ AE(X +e+1)F — AsE(X +c+2)"
= Doc® + Di(c+ 1)* + Dale+2)% + Da(c+ 3)* + Dy(c + 4)*
+ D5(2e + 1)¥ + Dg(2¢ + 2)* 4+ D(2¢ + 3)*.
Noting that
1-A1+Ay—As+ Ay — As = Q(]1Q11p12p'ff1,
we can write the recurrence relation for the raw moments of X as
1

Q’mfhlpmpffl
k—1
Y E(XY (D
i=0
A — Ag2F T AR — Ay(e+ )P As(e - 2)F )
+ Doc® + Di{e + 1)* + Do+ 2)* + Da(c + 3)*

E{X* =

+ Dylc +4)* + Dg(2¢ + 1)¥ + Dg(2¢ + 2)F + D7 (2¢ + 3)’“},

k=12

g g eea
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