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Abstract. Joint distributions of the numbers of failures, successes and suc-
cess-runs of length less than k until the first consecutive k successes are obtained
for some random sequences such as a sequence of independent and identically
distributed integer valued random variables, a {0, 1}-valued Markov chain and
a binary sequence of order k. There are some ways of counting numbers of runs
with a specified length. This paper studies the joint distributions based on three
ways of counting numbers of runs, i.e., the number of overlapping runs with
a specified length, the number of non-overlapping runs with a specified length
and the number of runs with a specified length or more. Marginal distributions
of them can be derived immediately, and most of them are surprisingly simple.
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1. Introduction

We denote by 7 the waiting time (the number of trials) for the first consecutive
k successes in independent Bernoulli trials with success probability p. The distri-
bution of 7 is called the geometric distribution of order k& (cf. Feller (1968) and
Philippou et al. (1983)). Aki and Hirano (1994) studied the exact marginal distri-
butions of numbers of failures, successes and overlapping number of success-runs
of length [ until 7. These distributions are the geometric distribution, G(p*), the
shifted geometric distribution of order k — 1, Gx—1(p, k), and the shifted geometric
distribution of order k — I, Gx_;(p,k — I + 1), respectively. Here, we denote by
G (p,a) the shifted geometric distribution of order k so that its support begins
with a.

* This research was partially supported by the ISM Cooperative Research Program (93-ISM-
CRP-8).
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226 SIGEO AKI AND KATUOMI HIRANO

In this paper, we study the joint distributions of waiting time 7 and number
of outcomes such as successes, failures and success-runs until 7 in more general
situations.

Let X1, Xa,... be a sequence of independent and identically distributed ran-
dom variables taking values in {1,2,...,m}. Let p; = P(X; = i) for i =
1,2,...,m. We regard the value 1 as success and the remaining m — 1 values
ag failures. We consider m — 1 kinds of failures. If m = 2 then the sequence can
be regarded as the independent Bernoulli trials. We denote by 7 the waiting time

(the number of trials) for the first consecutive k successes in X7, Xo,.... Let n;
be the number of occurrences of j among X1, Xs, ..., X,. For integers a1,...,am,
let d(ay,...,am) = P(T =a1,m2 = ag,...,Mm = Gm). Then we have

(d(a1,...,am)=0 ifa; <k or aj <0 for some j > 1,
d(k,0,...,0) = p¥,
d(k,az,...,am) =0 ifa; #0 for some j > 1,

el

m

d(ar, ... am) =YY d(e1 = j,05 = 62y, G — 6i)pl i

j=11i=2

for ay > k,

\

by considering all possibilities of the first occurrence of one of the failures. Define
the joint probability generating function (pgf) of (7,72,...,mm) by

0 (e 0]
$1(tsta, - stm) = 3 oo Y d(ar,. . am)ti .t
a1=0 A =0

Then we can obtain a recurrence relation of ¢y (t1,...,¢n,) from the above equa-
tions. By solving it, we have

PROPOSITION 1.1.  The joint pgf ¢1(t1,...,tm) is given by

B (1= pita)(prtr)"
1 —pits — (e pits) (1 — (p1t1)*)’

G1(t1, .- tm)

Since the result of Proposition 1.1 is a corollary of Proposition 2.1 in Section 2,
we omit a proof of Proposition 1.1. We can regard Proposition 1.1 as a general
version of Proposition 2.1 of Aki and Hirano (1994). Moreover, some interest-
ing results on marginal distributions and moments can be derived from it. For
example, we can obtain the means, variances and covariances of 7,72,...,nm by
differentiating the joint pgf.

COROLLARY 1.1. The means, variances and covariances of 7,7z, ..., Nm GT€
gwen by
1—pi*
E(r) = ——

(1 —p1)p¥’
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E(nj)=p;-E(1), forj=2,...,m,
1—(2k+1)(1 - pl)p’f —p%k‘*‘l
(1—p1)?p3F

Var(n;) = {E(n;)}* + E(n;)
_ pi(1 =) {p;(1 — p}) + (1 — p1)pf}
N (1 —p1)?p3*

_ pifl —pf — k(1 = po)pi}

Var(r) =

)

, fori=2,....,m,

Cov(t,n;) = , orj=2,...,m,
(rn3) (1—p1)?p3* or
pip; (1 —pt)? .
Cov(m,m;) = E(m)E(n;) = PRI —P1_ oy s
(m,m;) = E(m)E(n;) 0 — )2 for 1 #

We can easily check that the covariances in Corollary 1.1 are non-negative and
hence the variables 7,72, ..., 7, are positively correlated.

COROLLARY 1.2. For any fized positive integer k (k > 1), the joint distribu-
tion of N2, ..., Mm 18 m — 1 dimensional geometric distribution (cf. Johnson and
Kotz (1969)).

It may be noted that Corollary 1.2 generalizes Corollary 2.1 of Aki and Hirano
(1994).

In Section 2, the joint distribution of the numbers of successes and failures
until the waiting time 7 is investigated. Section 3 treats more general case that
the joint distribution of the numbers of success-runs of length [ (I = 1,2,...,k)
and the numbers of failures until 7. It is well known that there are different
ways of counting the numbers of success-runs (cf. Hirano and Aki (1993)). The
joint distributions of them are studied on the basis of three ways of counting. In
Section 4, the corresponding results are given based on some dependent sequences.

2. Joint distribution of numbers of successes and failures

In this section, we study the joint distribution of (7,7m1,72,...,%m). Let
$2(r,t1,. .., tm) be the joint pgf of (7,m1,m2,...,9m). For i =0,1,...,k— 1 and
Jj=2,3,...,m,let A! be the event that we start with a “1”-run of length ¢ and “;”
occurs just after the “1”-run. We denote by C' the event that we start with a “1”-
run of length k, ie., {7 = k}. Let ¢o(r,t1,...,tm | A7) and ¢o(r,t1,... .ty | O)
be pgf’s of the conditional joint distributions of (7,71,72,...,7m) given that the
event A} occurs and given that the event C occurs, respectively. Then we can
easily see that

Ga(rte, .. tm | AD) = r it 0 (r b, . ),
and
¢2(T‘,t1,. . .,tm l C) = T'ktlf.
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Since Ag, 1=0,1,...,k—1, 7 =23,...,m and C construct a partition of the
sample space, we have

m k—1
Ga(r,ty,... t Z P(A]) - da(r,ty,... tm | Ai)
37=21=0
+ P(C) - ga(r,t1,.. ., tm | O)
m k—1
=3 pipr T ity - da(r ity t) + PITEH
=2 =0

( Pit; Zpl )¢2 (ryt1, .-y tm) + (prrt1)*.
Jj=

Then we obtain
PROPOSITION 2.1.  The joint pgf ¢a(r,t1,...,tm) s given by

(1= pityr)(prrts)”
1 —pitir — r(325L, Pt {1 = (prtar)F}

gbg(’f‘,tl,.. .,tm) =

If we set t; = 1 in ¢2{r,t1,...,t;), we have the joint pgf of (7,72,...,7m),

d1(ryta,. .. ytm)-
Ifwesetr =1, t =1,..., and ¢, = 1, then we obtain the pgf of the
(marginal) distribution of 7;. Let g1 = 1 — p1. Then we see that

(1 —pita)pt ¢t
1 —ty + qupt 'tk

do(1,1,1,...,1) =

The last expression is the well-known pgf of the geometric distribution of order
k — 1 multiplied by t1, i.e., the pgf of Gy—1(p1, k).

3. Joint distribution of numbers of success-runs and failures

Let | be a positive integer no greater than k. In many situations, numbers
of success-runs with length [ are counted in various ways. Usually, the number
of non-overlapping success-runs is counted as in Feller (1968) for technical rea-
sons. Recently, however, some other ways of counting numbers of runs are treated
for practical reasons. For example, Ling (1988) studied the exact distribution of
the number of overlapping runs of a specified length until the n-th trial in inde-
pendent Bernoulli trials with success probability p (cf. also Hirano et al. (1991)
and Godbole (1992)). Schwager (1983) also obtained the probability of the occur-
rences of overlapping runs in more general situations. Goldstein (1990) studied
the Poisson approximation for the distribution of the number of success-runs with
a specified length or more until the n-th trial. Hirano and Aki (1993) obtained the
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exact distribution of the number of success-runs with a specified length or more
until the n-th trial in a {0, 1}-valued Markov chain.

Aki and Hirano (1994) showed that the distribution of the number of over-
lapping success-runs with length [ until the first consecutive k successes in in-
dependent Bernoulli trials is the shifted geometric distribution of order & — I,
Gr_i(p,k—1+1). Let X1,Xs,...,7 and 91,7m2,...,Nm be defined as in the pre-
vious sections. Let &, [ = 1,2,...,k be the number of overlapping “1”-runs
with length ! until 7. We denote by ¢s(r,t1,...,tk, S2,..., Sy ) the joint pgf of

(Ta§17"'7£k77727"-:77m)~

THEOREM 3.1. The joint pgf ¢3(ryt1,. .. bk, S2,...,8m) s given by

plf’r'kt]ftg_l ceety
P . .
L= (s pisi) Xilg PArtity 'ty

¢3(rat17’"atk7327"-38m) =

PROOF. Let ¢3(r,t1,...,tk, S2,. .., 8m | Al) and ¢3(r,t1,...,tk, S2,. .., Sm |
C) be the pgf’s of the conditional joint distributions of (7,&1,..., &k, M2, ., 7m)
given that the event A} occurs and given that the event C occurs, respectively. Tt
is easy to see that

¢3(T,t1,...,tk,82,...,8m | Ai)

:Ti+1tl'1té_1"'ti5j '¢3(T,t1,...,tk,SQ,...,Sm),
and
¢3(7‘7t17' . '7tk>827' -~y 8m | C) - Tktlftgﬁl tk:
Since the events Ag, i=0,1,...,k—1,7=2,3,...,m and C construct a partition

of the sample space, we have

k—1 m
(;53(T,t1,...,tk,SQ,...,Sm) = szi’r‘z—*—ltilt;_l"'ti ijSj
i=0 j=2
X B3(Ty b1y thy 82,00y 8m) + pErRtReE =1 gy
This completes the proof.

Bysettingr=1,t1 =1,.. ;i1 =Ltiyu1=1,...,x=1,89=1,...,5, = 1,
we obtain the pgf of & as follows:

(= puty)ptlpt
$a(1,..., 1L,t,1,...,1) = S S
]. _ tl + Q1p1 tl

where g; = 1 — p;. Thus, we see that the marginal distribution of & is the shifted
geometric distribution of order k£ ~ I, Gy_i(p1,k — 1+ 1). A direct and intuitive
proof of the fact was given in Aki and Hirano (1994).
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Let v, | = 1,2,...,k be the number of “1”-runs with length greater than
or equal to [ until 7. We denote by ¢a(r,t1,...,%k, S2,...,8m) the joint pgf of
(T V1, Vo M2y oy i)

THEOREM 3.2. The joint pgf ¢a(r,t1,. .., bk, S2,...,8m) s given by

phrktity -t
1= (X, piss) v pirityty -ty
j=2PjS; i=0 P17l1t2 i

Ga(rytyy .ty S2, .y Sm) =

PROOF. Let ¢4(’I",t1, vy ks 82, -5 Sm I Az) and ¢4(T,t1, R A TN |
C) be the pgf’s of the conditional joint distributions of (7,v41,..., vk, M2, .., Nm)
given that the event A occurs and given that the event C occurs, respectively. It
is easily seen that

Ga(ryte, .y th, 82, s 8m | AD)
= r Tty - b8 - Palryte, o ey S2, 0, Sm)s
and
Ga(ryte, ..ty 82y 8m | O) = r¥tity - -ty

Then, we have the desired result by the same way as in the proof of Theorem 3.1.
This completes the proof.

COROLLARY 3.1. For everyl=1,2,...,k, the (marginal) distribution of v,
is the shifted geometric distribution with parameter plf_l so that its support begins
with 1.

ProOF. Bysettingr=1,t1 =1,..., i1 =L 1 =1,..,tr =1, 50 =
1,0y 8m =1in @a(r,t1,...,tk, S2,...,Sm), we have

k-1
Pyt
¢, L1, 1) = —22 T
1-(1-p5Hy

This completes the proof.

Let py, I = 1,2,...,k be the number of non-overlapping “1”-runs with length
[ until 7 by Feller’s way of counting. We denote by ¢5(r,t1,...,tk, S2,...,5m) the

joint pef of (7, 1, .oy Py T2, - -, im)-
THEOREM 3.3. The joint pgf ¢5(r,t1, ..., bk, 82,.-.,Sm) s given by
pllcrktllct[zk/z] L tgck/k]

E—1 3 iz .1i/2 ifk]
1- 7"(2?;2 Pjsi) 2 ico pzlr’tlt[z/ h 't;c/ !

G5(Tyt1, eyt 82y vy Sm) =

PrROOF. Let ¢5(r,t1,...,tk, 82, 5m | Af) and ¢5(r,t1,. ..tk S2,- -, Sm |
C) be the pgf’s of the conditional joint distributions of (7, 1, .., k2, - -, Tm)
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given that the event A{ occurs and given that the event C occurs, respectively.
By using the same argument as the proofs of the previous theorems, it suffices to
check that

G5(rt1y .o tky S2y vy Sm | Af)
:ri+1t§t[2i/2]---t£:/k]sj-¢5(r,t1,...,tk,SQ,...,sm),
and
O5(rte, ... tg, 82,.. . 8m | C) = rkt’ftgc/z] ---th/k].

This completes the proof.
COROLLARY 3.2. For everyl =1,2,...,k, the pgf of the marginal distribu-

tion of p; is given by

l-q Zz—o plt[z/l]

In particular, if k = I(m + 1) holds for a positive integer m, then the distribution
of pu is the shifted geometric distribution of order m, Gp,(p}, m +1).

Proor. By setting r =1, t1 = 1,...,t-1 = 1, tjy1 = 1,...,t = 1,
sg=1,...,8m = 1in ¢5(r,t1,..., 1k, S2,. ..,sm), we have the above formula im-
mediately. When k = I(m + 1), it holds that

(pl )mtm+1
L= (eh)i (- pg

os5(1,...,1,,1,...,1) =

This completes the proof.
4. Dependent sequences

In this section, we consider the problems treated in the previous sections
based on some dependent sequences. For simplicity, only sequences of {0,1}-
valued random variables are considered. However, it is not difficult to study them
based on sequences of {1,..., m}-valued random variables.

First, let Xo, X1, X3,...bea {0, 1}-valued Markov chain with P(Xy = 0) = pq,
P(Xo=1) =p1, PXiy1 =0| X; =0) = poo, P(Xi41 = 1] X; = 0) = poa,
P(Xi_H =0 I XZ - 1) = P10, and P(Xi+1 =1 | Xz = 1) = Pii- We also
denote by X,, the outcome of the n-th trial and we say success and failure for
the outcomes “1” and “0”, respectively. We denote by 7 the number of tri-
als until the first consecutive k successes in Xy, Xs,.... Let n be the number
of occurrences of “0” among Xi,Xs,...,X,. Let &, and y, I = 1,2,... k
be the numbers of overlapping “1”-runs with length [ until 7, the number of
“1”-runs with length greater than or equal to I until 7, and the number of non-
overlapping “1”-runs with length [ until 7, respectively. For j = 0 and 1, let
PU(r, 8, t1, -, tr), GL(r, 8,11, ..., 1) and ¢8(r 8,t1,...,tk) be the joint pgf’s of the
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conditional distributions of (7,7, &1,...,&), (7,1m,v1,. .., vk) and (7,7, p1, - . -, pi)
given that Xo = j, respectively.

THEOREM 4.1. The conditional joint pgf’s are given as follows;

porpiy irEtRtE Tty

QSg(T;S')tlw";tk): — - - —
1— poors — Son porpiT proritlstits -t

te) = p’fflr’“t’ft’i‘l - te{(po1p10 — Poop11)Ts + P11}
’ - k—1 i— : | i— ’
1 —poors — 3 iy por1psy ‘proritistits ..t
k—
P9 (r, s, t tx) = porpiy rtits -t
TS TR T L D S B

PooTS — Y3 Po1Piy Proritlstity .- -t;
) = plfl_lrktltz <t {(PorPr0 — Poop11)TS + P11}

= 1 0 i
1 — poors — Zizll p01pl111p107”l+15t1752 R 2

[k/2] k/k}

k—1_kk [

Po1pyy TUtity Tty
gbg(r,s,tl,...,tk): 1 X X 1 /2 ikl
1 —poors — Y ;4 po1plﬂlplo”+18tﬁt§/ L "tLl/ !

I

qbé(r,s,tl, .

3’

¢%(7’,8,t1,.. . 7tk

?

and
k— k/2 k/k
1 D1 17'ktlft[2/]'--tgc/ ]{(
¢8(Ta3atl7"'9tk) - E—1 i1 1
1 — poors — Y, Poipy; Proritist]

Po1P10 — PooP11)Ts + P11}
e/2l | le/k
2 k

Proor. For i = 0,1,...,k — 1, let A; be the event that we start with a
“1”-run of length ¢ and “0” occurs just after the “1”-run. Let C be the event that
we start with a “1”-run of length k. For j=0 and 1, let ¢§(r, s,t1,... ¢k | As)
and gbé(r,s,tl, ...,tx | C) be the pgf’s of the conditional joint distributions of
(1,m,&1,-..,&) given that the event A; N {Xo = j} occurs and given that the
event C' N {Xy = j} occurs, respectively. Note that

¢g(7”; Syl1yees 133 | A’L) = TH_lStlité_l T tz¢g(7", CR TR tk)7

and
GAr, 5,1, ...t | C) = rFthtE=1 gy
Since A;, 7 =0,1,...,k— 1 and C construct a partition of the sample space, we
have
k—1
Br, 5,1, te) = > P(A)GR(r, 8,1, .., tr | Ay)
i=0

+P(C)¢g(7“»5,t17---,tk | C)

= poors@g(r, s, t1,. .., t)
k-1
+ ) porpiT oo T st - g (r s, b, )
i=1

+ porpiy ekt gy
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Thus, we have

porpiy etk gy,

()bg('f',S t]_ - tk) = P - : — .
B 1 — poors — 3.1y porpy proritistity ™l t;

Noting that

gi)é(r,s,tl, s tk) = plgrs¢g(r,s,t1, ooy tr)
k—1
+ Zp’ilplor”lstitl{l ot (7, 8yt T
i=1
+phy Rt

we obtain the second equality of the theorem. The remaining equalities in the
theorem can be proven similarly.

COROLLARY 4.1. The conditional joint distributions of (&1,...,&k), (v1,. .-,
vg) and (pa,...,ux) do not depend on the value of Xo. Especially, for | =
1,...,k — 1, the marginal distributions of & and v; are Gx—;(p11,k — 1+ 1) and
G1(pi711), respectively.

PROOF. By setting r = s = 1 in the formulas of Theorem 4.1, we see that
P11, t1, .y te) = A5 (L, 1, b, ooy be), @9(1, 1k, ..o ) = ¢2(1, 1,44, ..., ) and
$3(1, 1,11, te) = @5(1,1,1,...,1x), since poapio — poopir + P11 = por- The
second statement is easy to prove by substituting 1 for all arguments except for #;.
The marginal distribution of £ was obtained by Aki and Hirano ((1994), Theorem
3.3). This completes the proof.

Remark. By comparing the forms of ¢2(1,1,21,...,%%), ¢%(1,1,t,...,%k)
and @3(1,1,¢1,...,t) with ¢3(1,t1,...,tk, 1,...,1), ¢a(1,1,...,tk,1,...,1) and
o5(1,ty,...,tg, 1,..., 1), respectively, we see that the joint distributions of (&1, .. .,
&), (r1,y...,vg) and (1, .. ., px) based on the Markov chain are the same as those
based on independent Bernoulli trials, if we put p11 = p.

Next, we consider the problems based on another dependent sequence called a
binary sequence of order k. The sequence was defined by Aki (1985) and studied
by Hirano and Aki (1987), Aki and Hirano (1988, 1994) and Aki (1992). The
sequence is closely related to the cluster sampling scheme (cf. Philippou (1988)
and Xekalaki and Panaretos (1989)). When we consider the reliability of a system
called consecutive-k-out-of-n:F system, the dependency in the sequence is related
to (k—1)-step Markov dependence which was studied by Fu (1986). The definition
is the following;:

DEFINITION. A sequence {X;}2, of {0,1}-valued random variables is said
to be a binary sequence of order k if there exist a positive integer k£ and k real
numbers 0 < p1,p2,...,pr < 1 such that
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(1) Xo = 0 almost surely, and

(2) P(X, =1| Xo = 20,X1 = x1,...,Xn_1 = Typ_1) = p; I8 satisfied for
any positive integer n, where j = r — [(r — 1)/k] - k, and r is the smallest positive
integer which satisfies z,,_, = 0.

Let Xy, X1, Xs,... be a binary sequence of order k defined above. Let 7,
n, &, vy and py, | = 1,2,...,k be random variables defined as before. Let
Go(r, 8,815 -, k), dr0(ry8,t1,. .., t) and é11(r, 8,t1,. .., 1) be the joint pgf’s of
(r,m, &1y &), (Tymva, ... vg) and (7,m, w1, . . -, k), respectively.

THEOREM 4.2. The joint pgf’s are given as follows;

pipe - perftRs Tt
P 1 i gie
1—qurs = Y i) pip2 - PigiparHstith et
k
P1p2 - PeT bty - Uy
¢)10(Ta3)t17'--7tk) = E—1 1
L—qirs — ) pip2- - PiGy1rtistity -1

¢9(T’ Svtla .. 'atk) =

3

?

and

p1p2 - .pkrkt,ft[;:/m .. tgck/k]
TR
k

k—1 , :
1—qirs— >, pip2 - piayrrtHistity’ ™

éll(ra‘%tla-- . atk) =

where ¢; = 1 — p;.

Proor. Note that P(Ao) =q1, P(Az) =Pp1P2 " PiGit1, fori=1,...,k—1,
and P(C) = p1ps - - - px. Then, by the same argument as in the proof of Theorem
4.1, we can prove this theorem.

COROLLARY 4.2. Forl=1,2,...,k—1, the marginal distributions of § and
v are EGr—_1(pi+1,--- 0k, k — 1+ 1) and G1(p1+1 - - - pr, 1), respectively.

PrROOF. We can obtain the result by substituting 1 for all arguments except
for t; in ¢g(r,s,t1,...,t) and @10(r,8,%1,...,tk). In particular, the marginal
distribution of £; was given by Aki and Hirano (1994), alternatively. This completes
the proof.
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