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Abstract. In this paper, the joint pdf’s of Grubbs’ statistics for normal and
exponential populations are obtained; and relationship between the two pdf’s is
established. New formulations of the first marginal pdf of Grubbs’ statistics for
these two populations are given; the formulation of the exponential population
case is a new one. Iterative formulas for the pdf of Grubbs’ statistics are also
obtained.
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1. Introduction and definitions

The problem of testing outlying observations is of considerable importance in
applied statistics for quite some time. Grubbs (1950) proposed a test statistic for
testing whether the first ¢ smallest observations in a sample of size n are outliers.
In this paper, we are concerned with the exact distribution of this statistic for
the normal and exponential populations. A historical survey can be found in the
works of Barnett and Lewis (1984) and David (1981) and the references therein.

Let Y1,...,Y, be a random sample of size n from an absolutely continuous
distribution, and Y3y < - < Y, be their order statistics. For 0 <¢ <n -1,
let Y;) and S(Qi) be the reduced mean and the reduced sum of squares of the n —¢
largest order statistics, respectively; that is

_ 1 ~ i _
(1.1) Y = 3 Yay  Sh= Y. Y- Y

n—1i “
k=i+41 k=i+1

Note that for i =n — 1, S(2n_1) = 0 by the definition. The total sample mean Y
and total sum of squares 5(20) are denoted by Y,, and S2 respectively.

To test whether Y(y), ..., Y(;y are outliers, Grubbs (1950) proposed the follow-
ing statistic, denoted by Z;:

duced f sz
reduced sum o squares___@_ 1§Z§’I’L——2

(1.2) Z; =

total sum of squares 52’
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He obtained the exact distribution of Z; for the normal population which was
obtained for the first time by Grubbs. Some related works can be found in Dixon
(1950), Grubbs (1969), McMillan (1971), Tietjen and Moore (1972), Grubbs and
Beck (1972), Fieller (1976) and an extensive account in Barnett and Lewis (1984).
In this paper, we will derive the exact joint pdf of Grubbs’ statistics for i > 1
which is still unknown even for the normal population.

In Section 2, the joint pdf’s of Grubbs’ statistics for both normal and expo-
nential populations are derived; and the relationship between their pdf’s is also
established. In Section 3, new formulations of the marginal pdf’s of Grubbs’
statistic Z; for both the normal and exponential populations are given; the new
formulation of the normal population case (see, Theorem 3.1 below) is essentially
different from that of the previously published results mentioned earlier. Fur-
thermore, the iterative formulas for the pdf’s of Grubbs’ statistics for these two
populations are also obtained.

Finally, the approach given here can be extended to deal with a larger class of
distributions; for example, when the original random vector follows the spherically
symmetric distributions (see, Muirhead (1982), p. 37) or uniformly distributed over
a positive simplex in R™ (see, Aitchison (1982, 1985)).

2. The joint pdf of Grubbs' statistics

For convenience, the following notations will be used throughout the rest of
this article. Define statistics T;, 1 < i < n — 1, as follows

n—i+11Y?
(2.1) I = [T—T} .

=1 V,

Yi) = Yn 1 Y — Yo
S Thliri2 s,

k=1

where the summation in (2.1) is taken as zero for ¢ = 1. Let

(22) A= {(tl,...,tn_l) t%++ti_1 =1,
- 1/2
(——n k’,:2> 'tk~1§tk§0,2§k§n—1}
n_

be a subset of the unit sphere in R™ !, thus the region of the set A looks like
a hyperspheric cap, and its boundary is a closed curve with (n — 1) vertices and
(n — 1) arcs (see Hwang and Hu (1993)). Define

0n—1(A) = the uniform distribution over the subset A.

In order to obtain the main results of this paper we need the following lemmas.

LEMMA 2.1. (i) For the normal population, the joint pdf of T1,...,Th—1
given by (2.1) is do,—1(A). (ii) For the exponential population, their joint pdf
18

(2.3) bt (—t1)" Y . do,_1(A)
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where
2 . n! . W(n_l)/Z

n(n+2)/2 . (p — 1)(r+1)/2. T (n; 1)

b, =

n

The proof of Lemma 2.1 can be found in Hwang and Hu ((1994), Corollary
3.2). Note that our present notation S2 is (n— 1) times the S2 used in that paper.

The following Lemma 2.2 establishes the exact relationship between the statis-
tics T1,...,T,—1 and the Grubbs’ statistics.

LEMMA 2.2. Let Zy,...,Zn_o be Grubbs’ statistics defined in (1.2) and T,
be as given in (2.1). For 1 S i <n-—2,

i
Zi=1-) T}
k=1
PRrROOF. From (1.1), we have

§2= 8% +(n— )Y — V) + > (Yiy — Yn)?

. _ 2
Yo —Ya
>

7 2
Y, 1
(24) 1-2;= 5:[(’“) }+n_i
k=1

From Hwang and Hu ((1994), Lemma 2.4), it follows that the right side of (2.4) is
nothing but Y ;_, 77. Thus the lemma is established. O

THEOREM 2.1. (Normal case) Let Yi,...,Y, be a random sample from the
normal population and Z;, 1 <1 < n—2, be the Grubbs’ statistics. Then, the joint

pdf of (Z1,...,Zp—2) is
an - [(1—21)(z1 — 22) -+ (#n-3 — Zn-2) - 2n—2] *  Ip(s)

where

T o9n—1. g(n-1)/2°

( 0<z1<n(n-2/(n-173% zn=1 )
2(n—k+1) n—k+2
max § 0, =————=* Zp1 — ————— " 22
(2.6) R(z)={z: " "o :
<z <w P
S S TRThR k—1
\ 2<k<n—-2 )
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and I stands for the indicator function.

PRroOOF. Note that the random variables T1,...,T,_; satisfy the nontrivial
constraint T2+ --+T2_; = 1. Now use the first assertion of Lemma 2.1 and apply
the transformation (t1,...,t,—1) — (21,--.,2n-2), Where z; = 1 — 13 — ... — 2,

1 < ¢ < n—2. The absolute value of Jacobian is
|7 =272 [(1— 21)(21 — 22) *++ (2n—3 — Zn—2)] /2.

From Lemma 2.2, it then follows that the joint pdf of Grubbs’ statistics Z1, ...,
Zp—2 is proportional to the absolute value of Jacobian |J|. The set (2.6) in the
indicator function I can be obtained from the set A as given in (2.2) by using the
inverse relationship ¢; = — (%1 — zi)l/z, 1 <i<n—2, where we define 25 = 1.
Finally, a,, given in (2.5) is equal to the inverse of the surface area A times 272,
and the derivation of this surface area can be found in Hwang and Hu ((1994),
Corollary 3.1). Hence we have established Theorem 2.1. O

As an illustration of Theorem 2.1, let Y3, ..., Yy be iid random variables from
the normal distribution. Then the joint pdf of Grubbs’ statistics Z; and Z, for
n = 4 is distributed over a triangular region R4 with three vertices (0,0), (—g—, 0),

8,2), that is Ry = {(21,22) : 0 < 21 < 8/9,max{0,3z; — 2} < 2o < 3z1/4}, and
the joint pdf is given by

Flan ) = o - (1= 21)(e1 = ) 222 I,

Thus, the marginal pdf’s of Z; and Z; can be obtained from its joint pdf respec-
tively as follows:

2
(1—21)7%/2 O<zl<§
. = 1 4 2 8
R L (B GRY U I B
0 otherwise
and
(3/2m) - 25/ - [sin ™ (1/3) — sin™ (522 — 3)/(3 — 3z2)2]
(28) [fz,(22) = 0<zm <3
0 otherwise.
THEOREM 2.2. (Exponential case) LetYi,...,Y, be a random sample from

the exponential population. Then, the joint pdf of Grubbs’ statistics (Z1,. .., Zn-2)
is given by

b - (1—21) "2 [(21 — 22) -+ (2n—3 — Zn—2) - Zn2] /% IRz
where the set R(z) is given as in (2.6) and the constant is

b, = 9—(n—2) (n!)2 .~ (t+2)/2 (n— 1)—-(11,—1—1)/2‘
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Proor. This theorem follows from Lemma 2.1 and its proof is omit since it
is similar to that of Theorem 2.1.

The following Corollary 2.1 establishes an exact relationship between the joint
pdf’s of Grubbs’ statistics for the normal and exponential populations.

COROLLARY 2.1. Let f) and fB) be the joint pdf’s of Grubbs’ statistics
Z1,...,Zn_n respectively for the normal and exponential populations. Then, we
have

(2.9) FE 2y, o) = b5 - (L —2y) " (D20 N (2 9)
where the constant b}, is given by (2.3).

PrROOF. This corollary follows from Theorems 2.1 and 2.2. O
3. The iterative formulas for the marginal pdf of Z;

For the normal population, exact sampling distribution of Z; already provided
by Grubbs (1950); some other alternative formulations of this distribution can
be found in Barnett and Lewis (1984) and references therein. Because of its
importance in the test for outlying observations, we will derive iterative formulas
for this sampling distribution (see, Theorem 3.1 below).

For the exponential population, Z; = 1 — Wg, where Wg has been suggested
by Shapiro and Wilk (1972) for testing various composite and simple hypotheses of
exponentiality. Its exact null distribution is still unknown (see, Stephens (1978)),
and we will derive its iterative formulas (Theorem 3.2) in this section.

First, we note that the sampling distribution of Z; for the exponential popu-
lation case can be derived directly from the normal population case by means of
the following relationship,

(3.1) P () = b5 - (1= 20) "0 D/2 f 0 ()

where f é]l\]) and fgf) are the pdf of Z; for the normal and exponential populations
respectively, and the constant b} is given by (2.3). The relationship (3.1) follows
from Corollary 2.1 by integrating out zs,...,2,—2 in (2.6).

In order to obtain the main results of this section, we define a function H, as
follows: Let Hz(z1) = [21(1 — 21)]"%/2 for 0 < z; < 3/4 and zero otherwise. For
n >4,

(32) Hn(zl) =//*( )[Zn_g(l—'zl)"'(zn_g;—2n_2)]_1/2d22"'dzn_2

for 0 < 23 < n(n—2)/(n—1)? and zero otherwise, where R*(z1) is the set obtained
by integrating out zs, ..., zn_2 over the set R(z), given by (2.6), for each fixed 2;.
The following Lemma, 3.1 gives an iterative relationship for the function H,.
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LEMMA 3.1. Let H, be given by (3.2). Then, forn >3

n(n—2)/(n—1)%

Hn+1(z1) = (1 — 21)_1/2 . Z%n—3)/2 ' / Hn(fﬂ)di'
hn(zl)

for 0 < z1 < (n? —1)/n? and zero otherwise, where

2n _ n+1
n—1 (n—1z]"

(3.3) hn(z1) = max {0,

PRrROOF. Use the definition of H, 1 and apply the transformation (z1, 22, . . .,
Zn—1) — (21,Z2,...,Tn—1), Where z; = z;/2z1, 2 < i < n — 1, which has the
Jacobian |J| = 2 "2. The result follows by an application of Fubini’s theorem and
a convenient change of variables. O

From Theorem 2.1 and the definition of H,, the pdf of Z; for the normal
population can be rewritten as

(3.4) I (1) = an - Ho(z1)

where the constant a,, is given by (2.5). For notational convenience, the suffix in
fglv) and fé?) will be omitted in the following Theorems 3.1 and 3.2.

THEOREM 3.1. (Normal case) Assume the population is normal and let f,
be the pdf of Z, with sample size n where n > 3. Then

n
(n + 1) T (5) Z§n_3)/2 /n(n—2)/(n—1)2
h

() T

frta(z1) = [n(z)dz

n(zl)

for 0 < z1 < (n? —1)/n? and zero otherwise, where hyn(2z1) s given by (3.3).
The initial pdf for n = 3 is f3(z1) = %[zl(l — )] V2 for0< 2 < % and zero
otherwise.

PRrOOF. This theorem follows from Lemma 3.1 and (3.4). O

Theorem 3.1 is true for n > 3, and the initial pdf for n = 3 can be obtained
from Theorem 2.1 by setting n = 3 in (2.5) and (2.6). As an illustration, the pdf
of Zy for the normal population with the sample size n = 4 can be derived from
Theorem 3.1. It coincides with the expression for fz,(z1) given in (2.7).

THEOREM 3.2. (Exponential case) Let f,, be the pdf of Z1 from a sample of
size n from an exponential population. Then, for n > 3,

(n o 1)(n+1)/2 Z§n—3)/2
fn-l—l(zl) = 2. (n'l“ 1)(n—1)/2 ) (1 — zl)(n+1)/2

n(n——2)/(n—1)2
/h o (1 _gc)(n—l)/2 < fo(2)dz
nZ1
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for 0 < z; < (n? — 1)/n? and zero otherwise, where hy,(21) is given by (3.3). The
initial pdf for n = 3 is f3(z1) = —2—1—ﬁ : zl_l/Q (1= 2)7%2 for 0 < 2z, < 3/4 and

zero otherwise.
PrROOF. This theorem follows from (3.1) and Theorem 3.1. O

On using Theorem 3.2, we obtain the pdf of Z; for the exponential population,
when n =4, as: fz,(2) =7 (1—21)72/(6v3) for 0 < 21 < 2/3; (1 —21)"2-[n/6 —
sin™*(5 — 4/21)]/(4v/3) for 2/3 < z; < 8/9 and zero otherwise.

Finally, we note that Theorem 2.1, 2.2, 3.1 and 3.2 still hold, when the original
random vector follows a spherical distribution and the uniform distribution over a
positive simplex in R", respectively. The proofs are essentially the same as given
there. Some results obtained for these spherically symmetric situations by using
these theorems can be found in Hu (1990, 1994).
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