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Abstract. We obtain Bahadur-type representations for one-step $L$-estimators, $M$- and one-step $M$-estimators in the linear model. The order of the remainder terms in these representations depends on the smoothness of the weight function for $L$-estimators and on the smoothness of the $\psi$-function for $M$- and one-step $M$-estimators. We use the representations to investigate the asymptotic relations between these estimators. In particular, we show that asymptotically equivalent $L$- and $M$-estimators of the slope parameter exist even when the underlying distribution is asymmetric. It is important to consider the asymmetric case for both practical and robustness reasons: first, there is no compelling argument which precludes asymmetric distributions from arising in practice, and, secondly, even if a symmetric model can be posited, it is important to allow for the possibility of mild (and therefore difficult to detect) departures from the symmetric model.
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1. Introduction

Consider the usual linear model in which we observe $Y_1, \ldots, Y_n$, where

$$Y_j = x_j'\theta_0 + Z_j, \quad 1 \leq j \leq n,$$

with $\{x_j = (1, x_{j1}, \ldots, x_{jp})\}$ a sequence of known $p$-vectors ($p \geq 1$), $\theta_0 = (0, \theta_{02}, \ldots, \theta_{0p})$ an unknown slope parameter to be estimated and $\{Z_j\}$ a sequence of independent and identically distributed random variables with common distribution function $F$. Since we will not assume that $F$ is symmetric about some point, the model will not have a unique identifiable intercept. Instead, we define an “intercept” for each estimator of $\theta_0 \in \mathbb{R}^p$
which is a function of the estimator and $F$. Since we can center each component of $x_j$ about its sample mean, there is no loss of generality in taking $\sum_{j=1}^n x_{jk} = 0, 2 \leq k \leq p$. We suppress the consequent dependence of $\{x_j\}$ on $n$ for notational simplicity.

While there is an extensive literature on the relationships between classes of location estimators, there is little beyond Jurečková (1977) on the relationships between classes of regression estimators. The regression problem has content beyond that contained in the location problem in that the slope parameters are identifiable when $F$ is asymmetric. Thus the regression problem can and should be treated separately from the location problem. Recently, Welsh (1987a, 1987b) introduced a general class of one-step $L$-estimators of the regression parameter $\theta_0$ in the model (1.1). In the discussion to Welsh (1987a), Koenker raised important questions about the relationship between these estimators and $M$-estimators (Relles (1968), Huber (1973)) or one-step $M$-estimators (Bickel (1975)). In this paper, we investigate the asymptotic relationship between these classes of estimators and clarify some of the issues raised by Koenker’s discussion.

Let

$$H(u) = \int_0^u h(t)dt, \quad 0 < u < 1,$$

be a fixed, bounded, signed measure on $(0,1)$ with a weight function $h$ which is the sum of an absolutely continuous function and a step function. Also let $w_1, \ldots, w_m$ be constant weights and $0 < q_1 < \cdots < q_m < 1$ for some $m < \infty$. It is convenient to normalise so that

$$H(1) + \sum_{i=1}^m w_i = 1.$$ 

Then for any distribution function $G$ define an $L$-functional

$$(1.2) \quad T_L(G) = \int_0^1 G^{-1}(u) dH(u) + \sum_{i=1}^m w_i G^{-1}(q_i),$$

where $G^{-1}(t) = \inf \{s: G(s) \geq t\}$. Let $r_j = Y_j - x_j \theta_n$, $1 \leq j \leq n$, denote the residuals from $\theta_n = (0, \tau_{n1}) \in \mathbb{R}^p$, where $\tau_n = (\tau_{n1}, \tau_{n2}) \in \mathbb{R}^p$ is an initial estimator, and set

$$G_n(y) = n^{-1} \sum_{j=1}^n I(r_j \leq y), \quad y \in \mathbb{R}.$$ 

Following Welsh (1987b), a one-step $L$-estimator of $\theta_0$ is defined by
\begin{align}
\lambda_n &= \theta_n + T_L(G_n)a_1 \\
&\quad - D_n^{-1} \sum_{j=1}^n x_j \left[ \int_{-\infty}^{G_n(y)} \{I(r_j \leq y) - G_n(y)\} h(G_n(y)) dy \\
&\quad + \sum_{i=1}^m \{w_i/\phi_n(q_i)\} \{I(r_j \leq G_n^{-1}(q_i)) - q_i\} \right],
\end{align}

where \(a_i = (1, 0, \ldots, 0) \in \mathbb{R}^p\),

\[
D_n = \begin{cases}
\sum_{j=1}^n x_j x_j' \left( h(G_n(r_j)) + \sum_{i=1}^m w_i \right) & \text{for a type I estimator} \\
X'X = \sum_{j=1}^n x_j x_j' & \text{for a type II estimator}
\end{cases}
\]

and \(\phi_n(q_i) \approx \phi(q_i), 1 \leq i \leq m\), with \(\phi(q)^{-1} = \partial F^{-1}(q)/\partial q\). It makes sense to replace \(\tau_n\) by 0 after fitting (1.1) with an intercept and to adopt the convention that \(G_n(G_n^{-1}(q)) = q\) because then \(\lambda_n = T(G_n)\), the usual \(L\)-estimator in the location problem (\(p = 1\)). We discuss possible choices of \(\theta_n\) and \(\phi_n\) in Section 2. Alternative formulations of \(\lambda_n\) are given in Welsh (1987b).

Let \(\psi: \mathbb{R} \to \mathbb{R}\) be a fixed real function of the form

\[
\psi = \psi_a + \psi_c + \psi_s,
\]

where \(\psi_a\) is absolutely continuous with absolutely continuous derivative \(\psi_a'(z) = d\psi_a(z)/dz\), \(\psi_c\) is a continuous, piecewise linear function which is constant in a neighbourhood of \(\pm \infty\) and \(\psi_s\) is a monotone step function. Then we define an \(M\)-estimator \(\mu_n\) of \(\theta_0\) to be a \(p\)-vector satisfying

\begin{align}
(1.4) \quad n^{-1/2} \sum_{j=1}^n x_j \psi((Y_j - x_j'\mu_n)/\sigma_n) &= \begin{cases}
O_p(n^{-1/2}) & \text{if } \psi_s = 0 \\
O_p(n^{-1/4}) & \text{otherwise}
\end{cases}
\end{align}

and

\[
n^{1/2}(\mu_n - \theta_0 - T_M(F)a_1) = O_p(1), \quad \text{as } n \to \infty,
\]

where \(\sigma_n\) is a translation invariant and scale equivariant scale statistic satisfying \(n^{1/2}(\sigma_n - \sigma) = O_p(1)\) as \(n \to \infty\), for some positive functional \(\sigma = \sigma(F) > 0\), \(T_M(F)\) is a real \(M\)-functional defined by

\begin{align}
(1.5) \quad &\int_{-\infty}^{\infty} \psi((z - T_M(F))/\sigma)dF(z) = 0
\end{align}

and \(a'_i = (1, 0, \ldots, 0) \in \mathbb{R}^p\). If \(\psi_s = 0\), we obtain an estimator \(\mu_n\) satisfying
(1.6) \[ \sum_{j=1}^{n} x_{j} \psi((Y_{j} - x_{j} t)/\sigma_n) = 0. \]

If \( \psi_{\epsilon} \neq 0 \), then (1.6) may have no solution. In this case, if \( \rho \) is a real function such that \( \rho' = \psi \) is monotone increasing and skew symmetric, we can use the argument from the appendix to Ruppert and Carroll (1980) to show that the minimum of \( \sum_{j=1}^{n} \rho((Y_{j} - x_{j} t)/\sigma_n) \) satisfies (1.4). Of course, other criteria can be used to find estimators satisfying (1.4) in this case. The requirement that \( \psi \) be decomposable into smooth functions and a step function is not unduly restrictive and defines the class of \( M \)-estimators which can be related to \( L \)-estimators.

A one-step \( M \)-estimator is the result of a single iteration from an initial estimator \( \tau_n \) of a Newton-Raphson procedure for solving (1.4). We define a one-step \( M \)-estimator to be

\[ \tilde{\mu}_n = \tau_n + \Delta_n^{-1} \sum_{j=1}^{n} x_{j} \psi((r_{j} - \tau_{n1})/\sigma_n), \]

where \( r_{j}, 1 \leq j \leq n \), are the residuals from \( \theta_{n} = (0, \tau_{n2}) \in \mathbb{R}^{p} \), \( \sigma_n \) is a translation invariant and scale equivariant scale statistic satisfying \( n^{1/2}(\sigma_n - \sigma) = O_p(1) \) as \( n \to \infty \), for some positive functional \( \sigma = \sigma(F) > 0 \) and \( \Delta_n^{-1} \) is a generalised inverse of

\[ \Delta_n = \begin{cases} \sum_{j=1}^{n} x_{j} x_{j}' [\psi_{\epsilon}'((r_{j} - \tau_{n1})/\sigma_n + \xi_{1n})/\sigma_n + \xi_{1n}] & \text{for a type I estimator} \\ (\gamma_{1n} + \xi_{1n})X'X & \text{for a type II estimator} \end{cases}, \]

where \( \xi_{1n} \) estimates \( \xi_1 \) defined in (2.4) and

\[ \gamma_{1n} = \frac{1}{2} n^{-1/2} \sum_{j=1}^{n} \{ \psi((r_{j} - \tau_{n1} + n^{-1/2})/\sigma_n) - \psi((r_{j} - \tau_{n1} - n^{-1/2})/\sigma_n) \}. \]

The type I estimator is less appealing to work with because the analysis of \( \Delta_n \) requires conditions on \( \psi_{\epsilon}' \), which are not required for \( M \)-estimators or type II one-step \( M \)-estimators. Consequently, in the sequel we will restrict attention to type II one-step \( M \)-estimation.

In this paper, we investigate the behaviour of the vector differences \( \lambda_n - \mu_n \) and \( \lambda_n - \tilde{\mu}_n \). We are particularly interested in obtaining conditions under which these vectors converge in probability to zero, in which case we need to relate \( h \) and \( \{(q_i, w_i) : 1 \leq i \leq m\} \) to \( \psi \). In addition, we are interested in the rate of this convergence.
In the location problem \((p = 1)\), the relationship between \(L\)- and \(M\)-estimators has been studied by Jaeckel (1971), Rivest (1982), van Eeden (1983) and Jurečková (1986) (see Jurečková (1986) for a review of the earlier work). Essentially, these papers differ in the nature of the conditions and the strength of the results. For example, Jaeckel (1971) and van Eeden (1983) treat the scale as known whereas Rivest (1982) and Jurečková (1986) treat the scale as unknown and Rivest (1982) and van Eeden (1983) establish conditions for the asymptotic equivalence of \(\hat{\lambda}_n\) and \(\hat{\mu}_n\) but do not obtain a rate of convergence whereas Jaeckel (1971) and Jurečková (1986) do obtain rates of convergence. The present results for the more general regression problem are most closely related to those of Jurečková (1986). The present conditions are of course slightly different but the nature and type of result is similar to those in Jurečková (1986).

We approach the problem of relating \(L\)- and \(M\)-estimators by deriving asymptotic Bahadur-type representations for these estimators and examining the order of the remainder terms in the representations. Of course, these representations are of independent interest. The representation for \(\hat{\lambda}_n\) is derived by extending the arguments of Welsh (1987a) using arguments from Jurečková (1986). Representations for \(\hat{\mu}_n\) have been obtained by a number of authors including Huber (1973), Jurečková (1977), Yohai and Maronna (1979) and Jurečková and Sen (1984). These representations are obtained under various conditions, usually without examining the order of the remainder term (see Jurečková and Sen (1984)). Representations for \(\hat{\mu}_n\) have been obtained by Bickel (1975) and Jurečková and Portnoy (1987). We will derive new representations (including the order of the remainder term) for \(M\)-estimators and one-step \(M\)-estimators which are particularly useful for relating these estimators to \(L\)-estimators. The main technical tool is the recent result on multivariate stochastic processes established in Jurečková and Sen (1989).

Finally, the regression quantiles of Koenker and Bassett (1978) can be used to construct alternative \(L\)-estimators of \(\theta_b\). General alternatives to \(\hat{\lambda}_n\) have been considered by Koenker and Bassett (1978) and Koenker and Portnoy (1987) while trimmed and Winsorised means have been considered by Ruppert and Carroll (1980) and Jurečková (1983a, 1983b, 1983c, 1984). We will not consider these estimators in this paper beyond noting that the representations for these estimators can be applied to obtain results which are analogous to those we present.

We introduce the notation and conditions we require in Section 2 before deriving asymptotic representations for \(L\)-, \(M\)- and one-step \(M\)-estimators in Sections 3–5 respectively. Finally, in Section 6 we examine the relations between these estimators.
2. Notation and conditions

We assume throughout that the basic linear model (1.1) holds and that the design sequence \( \{x_i\} \) satisfies the following basic conditions:

\( \text{CONDITION. (i) } x_{j1} = 1 \) and \( \sum_{j=1}^{n} x_{jk} = 0, \ 2 \leq k \leq p; \)

\( (ii) \ n^{-1/4} \max_{1 \leq j \leq n} |x_j| = O(1) \) and

\( (iii) \ n^{-1} \sum_{j=1}^{n} |x_j|^4 = O(1) \) and \( \lim_{n \to \infty} n^{-1} \sum_{j=1}^{n} x_j x_j' = \Gamma \)

for some non-singular matrix \( \Gamma \).

These are standard design conditions; Condition (ii) and the first part of Condition (iii) are needed to obtain the order of the remainder term in the asymptotic representations.

To obtain an asymptotic representation for \( \lambda_n \), we require conditions on the initial estimator \( \theta_n \) and on \( F \) and \( h \). It is convenient to treat \( L \)-functionals and \( L \)-estimators as the sum of a smooth term depending on \( h = h_a + h_s \), where \( h_a \) is absolutely continuous and \( h_s \) is a step function, and a quantile term depending on \( \{(w_i, q_i): 1 \leq i \leq m\} \). If the support of \( h \) is a proper subset of \( (0,1) \), we describe \( h \) (and \( \lambda_n \)) as trimmed; otherwise we describe \( h \) (and \( \lambda_n \)) as untrimmed. The conditions on \( F \) depend on whether \( h \) is trimmed or not.

We will impose the following conditions:

\( \text{CONDITION. (L1) There is an estimator } \tau_n \in \mathbb{R}^p, \text{ satisfying } n^{1/2} (\tau_n - \theta_0 - \tau_0 a) = O_p(1) \) for some fixed \( \tau_0 \in \mathbb{R} \), where \( a' = (1, 0, \ldots, 0) \in \mathbb{R}^p; \)

\( (L2) \ f(y) = df(y)/dy \) is uniformly continuous, positive and bounded;

\( (L3) \ h_a \) is bounded and satisfies \( \int_{-\infty}^{\infty} \left\{ \sup_{|z| \leq \delta} |h_a'(z + u)| \right\} dF(z) < \infty \), for all \( 0 < \delta \leq \delta_0 \). If \( h_a(u) \neq 0 \) for \( u < \alpha \) or \( u > \beta \), for some \( 0 < \alpha < \beta < 1 \), then

\[ \int_{-\infty}^{\infty} \left[ F(y + \varepsilon)(1 - F(y - \varepsilon)) \right]^{1/2} dy < \infty, \quad \varepsilon > 0, \]

holds;

\( (L4) \ h_s(u) = 0 \) for \( u < \alpha \) or \( u > \beta \), \( 0 < \alpha < \beta < 1 \), and \( h_s \) is a bounded step function with a finite number of steps at \( \alpha < s_1 < \cdots < s_c < \beta \); and

\( (L5) \ (i) \text{ there is a } \phi_n(q_i) \text{ such that } n^{1/4} |\phi_n(q_i) - \phi(q_i)| = O_p(1), \ 1 \leq i \leq m \) and \( (ii) f''(y) = df(y)/dy^2 \) is bounded in a neighbourhood of \( F^{-1}(q_i) \), \( 1 \leq i \leq m \).

Finally, the asymptotic representations for \( \lambda_n \) involve the function
\[ (2.1) \quad \psi_L(z) = - \int_{-\infty}^{\infty} \{I(z \leq y) - F(y)\} h(F(y)) dy \]
\[ - \sum_{i=1}^{m} \{ w_i \phi(q_i) \} \{ I(z \leq F^{-1}(q_i)) - q_i \}. \]

In Condition (L1) we permit \( \tau_n = (\tau_{n1}, \tau_{n2}) \in \mathbb{R}^2 \) to estimate an arbitrary intercept \( \tau_0 \) which may depend both on \( \tau_n \) and \( F \). Although for one-step \( L \)-estimators we discard the intercept component \( \tau_{n1} \) and use \( \theta_n = (0, \tau_{n2}) \in \mathbb{R}^2 \) as the initial estimator, the form of Condition (L1) emphasises that \( F \) can be asymmetric and that using \( \theta_n \) does not entail that the regression surface in (1.1) is constrained to pass through the origin. Under mild conditions, Condition (L1) is satisfied by a rich class of estimators including \( M \)-estimators (see Section 4). Condition (L2) is stronger than the smoothness conditions required on \( F \) in the location problem but is required for the weak convergence of the empirical process based on regression residuals. The second part of Condition (L3) is a tail condition which is close to requiring \( EZ^2 < \infty \). Under Condition (L5)(ii), it is straightforward to show that the simple histogram estimator discussed by Welsh (1987b) satisfies Condition (L5)(i). An alternative kernel estimator which also satisfies Condition (L5)(i) under mild conditions is considered by Welsh (1987c).

As noted in the introduction, we will restrict attention to \( M \)-estimators and one-step \( M \)-estimators based on bounded \( \psi \)-functions of the form
\[ \psi = \psi_a + \psi_c + \psi_s, \]
where \( \psi_a \) is absolutely continuous with absolutely continuous derivative \( \psi'_a(z) = d\psi_a(z)/dz \), \( \psi_c \) is a continuous, piecewise linear function which is constant in a neighbourhood of \( \pm \infty \) and \( \psi_s \) is a monotone step function. Let \( \tau \in \mathbb{R} \) be a fixed number; we will take \( \tau = T_M(F) \) in Section 4 and \( \tau = \tau_0 \) in Section 5. Then we impose the following conditions:

**CONDITION.** (M1) There is a location invariant and scale equivariant statistic \( \sigma_n > 0 \) satisfying \( n^{1/2}(\sigma_n - \sigma) = O_p(1) \);

(M2) \( \int_{-\infty}^{\infty} \psi((z - \tau)/\sigma)dF(z) = 0 \) and \( \int_{-\infty}^{\infty} \psi((z - \tau)/\sigma)^2 dF(z) < \infty \);

(M3) For some \( \kappa > 1 \) and \( \delta_0 > 0 \),
\[ \int_{-\infty}^{\infty} \left\{ |z| \sup_{|u| \leq \delta_0} \sup_{|u| \leq \delta_0} \left| \psi''(z - \tau + u)/\sigma \right| \right\}^\kappa dF(z) < \infty, \]
and
\[ \int_{-\infty}^{\infty} \left( |z|^2 \sup_{|u| \leq \delta_0} \left| \psi''(z - \tau + u)/\sigma \right| \right)^\kappa dF(z) < \infty, \]
for all $0 < \delta \leq \delta_0$;

(M4) $\psi_{\epsilon}$ is a continuous, piecewise linear function with knots at $-\infty = S_0 < S_1 < \cdots < S_c < S_{c+1} = \infty$ which is constant in a neighbourhood of $\pm \infty$ (so that $\psi_{\epsilon}$ is a step function with jump discontinuities at $-\infty = S_0 < S_1 < \cdots < S_c < S_{c+1} = \infty$ which equals zero in a neighbourhood of $\pm \infty$) and $f'(y) = dF(y)/dy$ is bounded in neighbourhoods of the discontinuities of $\psi_{\epsilon}$;

(M5) $\psi_{\delta}(z) = \sum_{l=1}^{k} d_l I(Q_l < z \leq Q_{l+1})$, where $-\infty = Q_0 < Q_1 < \cdots < Q_{k+1} = \infty$ and $d_0 < d_1 < \cdots < d_k$ and $f'(y) = dF(y)/dy$ and $f''(y) = d^2F(y)/dy^2$ are bounded in a neighbourhood of $\sigma Q_l$, $0 \leq l \leq k$.

The asymptotic representations for $\mu_n$ involve

\begin{align*}
\gamma_1 &= \sigma^{-1} \int_{-\infty}^{\infty} \{\psi_{\epsilon}((z - \tau)/\sigma) + \psi_{\epsilon}'((z - \tau)/\sigma)\}dF(z), \\
\gamma_2 &= \sigma^{-1} \int_{-\infty}^{\infty} (z - \tau)[\psi_{\epsilon}((z - \tau)/\sigma) + \psi_{\epsilon}'((z - \tau)/\sigma)]dF(z), \\
\xi_1 &= \sum_{l=1}^{k} (d_l - d_{l-1})f(\sigma Q_l + \tau)
\end{align*}

and

\begin{equation}
\xi_2 = \sum_{l=1}^{m} (d_l - d_{l-1})(\sigma Q_l + \tau)f(\sigma Q_l + \tau).
\end{equation}

We will assume that the integrals $\gamma_1$ and $\gamma_2$ are finite and that $\gamma_1 + \xi_1 > 0$.

Condition (M1) is the usual condition imposed when the scale is unknown. Two possible choices of $\sigma_n$ are investigated by Welsh (1986). Condition (M3) is essentially a moment condition which holds if $\psi''_{\epsilon}$ is bounded and either

(a) $\psi''_a(z) = 0$ for $z < a$ or $z > b$, $-\infty < a < b < \infty$

or

(b) $\int |z|^{2\varepsilon}dF(z) < \infty$, for some $\varepsilon > 0$

holds. We will not prove that (a) or (b) imply Condition (M3) because the proofs are straightforward. Conditions (M4) and (M5) show explicitly the tradeoff between the smoothness of $\psi$ and the smoothness of $F$. The above conditions are chosen for the ease with which they can be reconciled with Conditions (L3) and (L4).

If $\sigma$ is known or can be factored out of the estimating equations (1.4),
we can omit Condition (M1) and replace (M3) by
(M3') For some $\kappa > 1$ and $\delta_0 > 0$,
\[
\int_{-\infty}^{\infty} \left\{ \sup_{|u| \leq \delta} |\psi''_{\tau}(u; \sigma)| \right\}^{\kappa} dF(z) < \infty,
\]
for all $0 < \delta \leq \delta_0$.

For one-step $M$-estimators, we will impose Conditions (L1), (M1)--(M5) with $\tau = \tau_0$ and the additional condition

**CONDITION.** (S1) There is an estimator $\xi_{1n}$ satisfying $n^{1/4}(\xi_{1n} - \xi_1) = O_p(1)$.

This condition is related to Condition (L5)(i) since it involves estimating the density at a finite number of fixed points.

3. **Representations for one-step $L$-estimators**

The representations will be derived from the asymptotic linearity results of Jurečková and Sen (1989). The following result is extracted from Theorems 2.1, 3.1 and 4.1 of Jurečková and Sen (1989).

**LEMMA 3.1.** (Jurečková and Sen (1989)) Let $\psi$ be a bounded function of the form

\[
\psi = \psi_a + \psi_c + \psi_s,
\]
where $\psi_a$ is absolutely continuous with absolutely continuous derivative $\psi_a'(z) = d\psi_a(z)/dz$, $\psi_c$ is a continuous, piecewise linear function which is constant in a neighbourhood of $\pm \infty$ and $\psi_s$ is a monotone step function. Suppose that Conditions (i)--(iii) hold and $a_i = (1, 0, \ldots, 0) \in \mathbb{R}^p$. Then if Conditions (M3') and (M4) hold with $\tau = 0$ and $\psi_s = 0$,

\[
\sup_{|t| \leq B} \left| n^{-1} \sum_{j=1}^{n} x_j \{\psi((Z_j - n^{-1/2} x_j t)/\sigma) - \psi(Z_j/\sigma)\} + n^{-3/2} \gamma_1 X'X t \right| = O_p(n^{-1})
\]

for each fixed $B < \infty$, where $\gamma_1$ is defined in (2.2) with $\tau = 0$. If Condition (M5) holds with $\tau = 0$ and $\psi_a = \psi_c = 0$,

\[
\sup_{|t| \leq B} \left| n^{-1} \sum_{j=1}^{n} x_j \{\psi((Z_j - n^{-1/2} x_j t)/\sigma) - \psi(Z_j/\sigma)\} + n^{-3/2} \xi_{1n} X'X t \right| = O_p(n^{-3/4}) ,
\]
for each fixed $B < \infty$, where $\xi_1$ is defined in (2.4) with $\tau = 0$.

It is convenient and instructive to consider separately the cases $m = 0$ and $h = 0$ before considering the general class of one-step $L$-estimators. For the case $m = 0$, we will require the following preliminary lemma which is an extension of Lemma 2 of Welsh (1987b);

**Lemma 3.2.** Suppose that Conditions (i)--(iii) and (L2)--(L4) hold. Then if $m = 0$,

\[
\sup_{|t| \leq B} \left| n^{-1} \sum_{j=1}^{n} x_j \int \{ F(y + n^{-1/2} x_j t) - F(y) - n^{1/2} x_j t f(y) \} \cdot h(F(y))dy \right| = O(n^{-1}) ,
\]

and

\[
\sup_{|t| \leq B} \left| n^{-1} \sum_{j=1}^{n} x_j \int \{ I(Z_j \leq y + n^{-1/2} x_j t) - F(y + n^{-1/2} x_j t) - I(Z_j \leq y) + F(y) \} h(F(y))dy \right| = O_p(n^{-1})
\]

for any fixed $B > 0$.

**Proof.** The proof of the lemma depends on whether $h$ is trimmed or not; we give the proof in the trimmed case and note that the proof in the untrimmed case is slightly simpler. Without loss of generality, suppose that $h$ has a single discontinuity at $s_0$. Let $S_0 = F^{-1}(s_0)$. Then fix $t \in \mathbb{R}^p$ and let $\eta_j = n^{-1/2} x_j t$. If $\eta > 0$,

\[
\left| \int_{-\infty}^{\infty} \{ F(y + \eta_j) - F(y) - \eta_j f(y) \} h(F(y))dy \right|
\]

\[
\leq \left| \int_{-\infty}^{\infty} \int_{0}^{\eta_j} \{ f(y + v) - f(y) \} h(F(y))dvdy \right|
\]

\[
= \left| \int_{-\infty}^{\infty} \int_{0}^{\eta_j} \{ h(F(y - v)) - h(F(y)) \} dvF(y) \right|
\]

\[
\leq \int_{-\infty}^{\infty} \int_{0}^{\eta_j} |h(F(y - v)) - h(F(y))| dvF(y)
\]

\[
+ \int_{S_0-n^{-1/2}}^{S_0+n^{-1/2}} \int_{0}^{\eta_j} |h(F(y - v)) - h(F(y))| dvF(y)
\]

\[
+ \int_{S_0+n^{-1/2}}^{\infty} \int_{0}^{\eta_j} |h(F(y - v)) - h(F(y))| dvF(y)
\]

.
Now for $K_1, K_2 < \infty$,

$$
\int_{-\infty}^{\eta} \int_{0}^{\eta} |h(F(y - \nu)) - h(F(y))| dv \, dF(y)
$$

$$
= \int_{-\infty}^{\eta} \int_{0}^{\eta} |h_{\nu}(F(y - \nu)) - h_{\nu}(F(y))| dv \, dF(y)
$$

$$
= \int_{-\infty}^{\eta} \int_{0}^{\eta} \left[ I\{F(y - \nu) > F(y)\} \int_{0}^{F(y - \nu) - F(y)} h'_{\nu}(F(y) + u) du + I\{F(y - \nu) \leq F(y)\} \right.
$$

$$
\left. \int_{0}^{F(y - \nu) - F(y)} h'_{\nu}(F(y) + u) du \right] dv \, dF(y)
$$

$$
\leq K_1 \int_{-\infty}^{\eta} \int_{0}^{\eta} |F(y - \nu) - F(y)| dv \, dF(y)
$$

$$
\leq K_2 \int_{-\infty}^{\eta} \int_{0}^{\eta} v dv \, dF(y)
$$

$$
\leq n^{-1/2} K_2 |x_j|^2 |t|^2 .
$$

Similarly,

$$
\int_{-\infty}^{\eta} \int_{0}^{\eta} |h(F(y - \nu)) - h(F(y))| dv \, dF(y) \leq n^{-1/2} K_2 |x_j|^2 |t|^2 .
$$

Also, since $h$ is bounded, for $K < \infty$,

$$
\int_{-\infty}^{\eta} \int_{0}^{\eta} |h(F(y - \nu)) - h(F(y))| dv \, dF(y) \leq n^{-1} K |x_j||t| .
$$

Combining these bounds, we have that for $K < \infty$,

$$
\left| \int_{-\infty}^{\infty} \{F(y + \eta_j) - F(y) - \eta_jf(y)\} h(F(y)) dy \right| \leq Kn^{-1} (|x_j|^2 |t|^2 + |x_j||t|)
$$

We obtain the same bound if $\eta_j < 0$ so

$$
\sup_{||t|| \leq B} \left| n^{-1} \sum_{j=1}^{n} x_j \int \{F(y + n^{-1/2} x_j't) - F(y) - n^{-1/2} x_j'f(y)\} h(F(y)) dy \right|
$$

$$
\leq n^{-1} K n^{-1} \sum_{j=1}^{n} (|x_j|^k B^k + |x_j| B)
$$

$$
= O(n^{-1})
$$

by Condition (iii).
Now let $\psi_L$ be defined by (2.1) with $m = 0$ and $\sigma = 1$. Then $\psi_L$ is an absolutely continuous function which satisfies Conditions (M3') and (M4) with $\tau = 0$. Also,

$$\int_{-\infty}^{\infty} \psi_L(z) dF(z) = \int_{-\infty}^{\infty} h(F(z)) dF(z) = H(1)$$

so by Lemma 3.1 and the first part of the present Lemma,

$$\sup_{|t| \leq B} \left| n^{-1} \sum_{j=1}^{n} x_j \int \{ I(Z_j \leq y + n^{-1/2} x_j t) - F(y + n^{-1/2} x_j t) \\ - I(Z_j \leq y) + F(y) \} h(F(y)) dy \right|$$

$$\leq \sup_{|t| \leq B} \left| n^{-1} \sum_{j=1}^{n} x_j \int \{ I(Z_j \leq y + n^{-1/2} x_j t) - I(Z_j \leq y) \} h(F(y)) dy \right|$$

$$+ n^{-3/2} H(1) X' X t$$

$$\leq \sup_{|t| \leq B} \left| n^{-1} \sum_{j=1}^{n} x_j \int \{ F(y + n^{-1/2} x_j t) - F(y) \} h(F(y)) dy \right|$$

$$- n^{-3/2} H(1) X' X t$$

$$\leq \sup_{|t| \leq B} \left| n^{-1} \sum_{j=1}^{n} x_j \{ \psi_L(Z_j - n^{-1/2} x_j t) - \psi_L(Z_j) \} + n^{-3/2} H(1) X' X t \right|$$

$$+ \sup_{|t| \leq B} \left| n^{-1} \sum_{j=1}^{n} x_j \int \{ F(y + n^{-1/2} x_j t) - F(y) - n^{-1/2} x_j t f(y) \} h(F(y)) dy \right|$$

$$= O_p(n^{-1}).$$

The following theorem generalises Theorem 1 of Welsh (1987b) and Theorem 2.1 of Jurečková (1986). The proof extends that of Theorem 1 of Welsh (1987b) using the technique of Jurečková (1986).

**Theorem 3.1.** Suppose that Conditions (i)--(iii) and (L1)--(L4) hold. Let $a_1 = (1, 0, \ldots, 0)' \in \mathbb{R}^p$. Then if $m = 0$ in (1.3),

$$\hat{\lambda}_n - \theta_0 - T_L(F) a_1 = (X'X)^{-1} \sum_{j=1}^{n} x_j \psi_L(Z_j/\sigma) + O_p(n^{-1}) ,$$
where $T_L(F)$ is defined in (1.2) and $\psi_L$ is defined in (2.1).

**Proof.** We prove the result for type II estimators; the proof for type I estimators is similar. Write

$$n^{-1}X'X(\lambda_n - \theta_0 - T_L(F)a_1) - n^{-1} \sum_{j=1}^{n} x_j \psi_L(Z_j / \sigma)$$

$$= n^{-1} \sum_{j=1}^{n} x_j \left[ x_j(\theta_n - \theta_0) + T_L(G_n) - T_L(F) ight.$$

$$- \int \{ I(r_j \leq y) - G_n(y) \} h(G_n(y)) dy$$

$$+ \int \{ I(e_j \leq y) - F(y) \} h(F(y)) dy \right].$$

Let $d_j$ be any fixed component of $x_j$, $1 \leq j \leq n$, and, writing $d_j = d_j^+ - d_j^-$ if necessary, take $d_j \geq 0$, $1 \leq j \leq n$, without loss of generality. For $\bar{d} = n^{-1} \sum_{j=1}^{n} d_j > 0$, put

$$Q_n(y) = (n\bar{d})^{-1} \sum_{j=1}^{n} d_j I(r_j \leq y), \quad P_n(y) = (n\bar{d})^{-1} \sum_{j=1}^{n} d_j I(z_j \leq y)$$

and

$$\bar{P}_n(y) = (n\bar{d})^{-1} \sum_{j=1}^{n} d_j F(y + x_j(\theta_n - \theta_0)).$$

Arguing as in Welsh (1987b), we see that the result will hold if we can show that $R_i = O_p(n^{-1})$, $i = 1, \ldots, 4$, where

$$R_1 = \int_{-\infty}^{\infty} W_{G_n,F}(y) \{ G_n(y) - F(y) \} dy,$$

with

$$W_{G_n,F}(y) = \begin{cases} \{ H(F(y)) - H(G(y)) \} / \{ G(y) - F(y) \} - h(F(y)) & \text{if } G(y) \neq F(y) \\ 0 & \text{otherwise} \end{cases}$$

$$R_2 = \int_{-\infty}^{\infty} \{ Q_n(y) - \bar{P}_n(y) - P_n(y) + F(y) \} h(G_n(y)) dy,$$

$$R_3 = \int_{-\infty}^{\infty} \{ \bar{P}_n(y) + P_n(y) - 2F(y) \} \{ h(G_n(y)) - h(F(y)) \} dy.$$
\[
R_4 = n^{-1} \sum_{j=1}^{m} x_j \int_{-\infty}^{\infty} \{F(y + x_j(\theta_n - \theta_0)) - F(y) - x_j(\theta_n - \theta_0)f(y)\}h(F(y))dy.
\]

Suppose first that Conditions (L3) and (L4) hold so \( h \) is trimmed. Then there exists \(-\infty < a < b < \infty\) such that for \(\sup_y |G(y) - F(y)| < \min(\alpha, 1 - \beta)\), we have \(W_{g,F}(y) = h(G(y)) = h(F(y)) = 0\) for \(y < a\) or \(y > b\). That is, for \(n\) large enough, the range of integration of the integrals in \(R_1 - R_4\) can be restricted to \([a, b]\). Without loss of generality, suppose that \(h\) has a single jump discontinuity at \(a < s_0 < b\). Let \(F^{-1}(s_0) = S_0\) so \(a < S_0 < b\).

For \(n\) sufficiently large,
\[
|R_1| = \int_a^b \int_{a-S_0^{-1/2}}^{b-S_0^{-1/2}} |W_{g,F}(y)(G_n(y) - F(y))|dy
= \int_a^{S_0^{-1/2}} \int_{a-S_0^{-1/2}}^{b-S_0^{-1/2}} |W_{g,F}(y)(G_n(y) - F(y))|dy
+ \int_{S_0^{-1/2}}^{S_0^{-1/2}} \int_{a-S_0^{-1/2}}^{b-S_0^{-1/2}} |W_{g,F}(y)(G_n(y) - F(y))|dy
+ \int_{S_0^{-1/2}}^{b-S_0^{-1/2}} \int_{a-S_0^{-1/2}}^{b-S_0^{-1/2}} |W_{g,F}(y)(G_n(y) - F(y))|dy.
\]

Now with \(K\) a generic positive constant,
\[
\int_a^{S_0^{-1/2}} \int_{a-S_0^{-1/2}}^{b-S_0^{-1/2}} |W_{g,F}(y)(G_n(y) - F(y))|dy
\leq \int_a^{S_0^{-1/2}} \left[ I(G_n(y) > F(y)) \int_0^{G_n(y) - F(y)} |h(F(y) + u) - h(F(y))|du 
+ I(G_n(y) < F(y)) \int_0^{F(y) - G_n(y)} |h(F(y) + u) - h(F(y))|du \right] dy
\leq \int_a^{S_0^{-1/2}} \left[ I(G_n(y) > F(y)) \int_0^{G_n(y) - F(y)} \left. \int_0^u h'(F(y) + v)dv \right| \right. du
+ I(G_n(y) < F(y)) \int_0^{F(y) - G_n(y)} \left. \int_{-u}^0 h(F(y) + v)dv \right| \right. du \right] dy
\leq K \int_a^{S_0^{-1/2}} \left[ I(G_n(y) > F(y)) \int_0^{G_n(y) - F(y)} udu 
+ I(G_n(y) < F(y)) \int_0^{F(y) - G_n(y)} (-u)du \right] dy.
\[ \leq K \sup_y |G_n(y) - F(y)|^2 |S_0 - n^{-1/2} - a| \]
\[ = O_p(n^{-1}) , \]

by a result of Koul (1969) and Bickel (1973) (see (3.4) of Welsh (1987b)). Similarly,
\[ \int_{S_0 - n^{-1/2}}^b |W_{G_n,F}(y)| \{G_n(y) - F(y)\} |dy = O_p(n^{-1}) . \]

Also, \( W_{G,F}(\cdot) \) is bounded so
\[ \int_{S_0 - n^{-1/2}}^{S_0 + n^{-1/2}} |W_{G_n,F}(y)| \{G_n(y) - F(y)\} |dy \]
\[ \leq Kn^{-1/2} \sup_y |G_n(y) - F(y)| = O_p(n^{-1}) , \]
so
\[ |R_1| = O_p(n^{-1}) . \]

Similarly,
\[ |R_3| \leq O_p(n^{-1/2}) \int_a^b |h(G_n(y)) - h(F(y))| |dy \]
\[ \leq O_p(n^{-1/2}) \int_{S_0 - n^{-1/2}}^{S_0 + n^{-1/2}} |G_n(y) - F(y)| |dy + O_p(n^{-1}) \]
\[ + O_p(n^{-1/2}) \int_{S_0 + n^{-1/2}}^b |G_n(y) - F(y)| |dy \]
\[ = O_p(n^{-1}) . \]

Finally, \( R_2 = O_p(n^{-1}) \) and \( R_4 = O_p(n^{-1}) \) by Lemma 3.1.

Now suppose that the second part of Condition (L3) holds. Then
\[ |R_1| \leq \sup_y |W_{G_n,F}(y)| \int |G_n(y) - F(y)| |dy \]
\[ \leq \sup_y |G_n(y) - F(y)| O_p(n^{-1/2}) \]
\[ = O_p(n^{-1}) \]

by Lemma 1 of Welsh (1987b). Similarly, \( R_3 \) is \( O_p(n^{-1}) \). As before, \( R_2 \) and \( R_4 \) are \( O_p(n^{-1}) \) by Lemma 3.2 and Theorem 3.1 is obtained. \( \Box \)

The quantile component of the one-step \( L \)-estimator may now be
treated in a straightforward manner. We have the following result.

**Theorem 3.2.** Suppose that Conditions (i)–(iii), (L1), (L2) and (L5) hold. Let \( a_1 = (1, 0, \ldots, 0)' \in \mathbb{R}^p \). Then if \( h = 0 \) in (1.3),

\[
\lambda_n - \theta_0 - T_L(F) a_1 = (X'X)^{-1} \sum_{j=1}^n x_j \psi_L(z_j / \sigma) + O_p(n^{-3/4}),
\]

where \( T_L(F) \) is defined in (1.2) and \( \psi_L \) is defined in (2.1).

**Proof.** The result will follow if we can show that for a fixed \( q \), \( 0 < q < 1 \),

\[
(3.1) \quad n^{-1} \sum_{j=1}^n x_j \left[ G_n^{-1}(q) - F^{-1}(q) \right] + x_j(\theta_n - \theta_0)
\]

\[
- \left\{ I(r_j \leq G_n^{-1}(q)) - q \right\}/\phi_n(q) - \left\{ I(Z_j \leq F^{-1}(q)) - q \right\}/\phi(q)
\]

\[
= - n^{-1} \sum_{j=1}^n x_j \left[ I(r_j \leq G_n^{-1}(q)) - I(Z_j \leq F^{-1}(q)) \right]
\]

\[
- \phi(q) [G_n^{-1}(q) - F^{-1}(q) + x_j(\theta_n - \theta_0)]/\phi(q)
\]

\[
+ \left\{ \phi(q)^{-1} - \phi_n(q)^{-1} \right\} n^{-1} \sum_{j=1}^n x_j \left\{ I(r_j \leq G_n^{-1}(q)) - q \right\}
\]

\[
= O_p(n^{-3/4}).
\]

Now, by Theorem 1 of Welsh (1986) and a result of Koul (1969) and Bickel (1973), we have that

\[
n^{-1} \sum_{j=1}^n x_j \left\{ I(r_j \leq G_n^{-1}(q)) - q \right\} = O_p(n^{-1/2})
\]

so the second term in (3.1) is \( O_p(n^{-3/4}) \). To complete the proof of Theorem 3.2, we need to show that the first term in (3.1) is \( O_p(n^{-3/4}) \) and this will follow if we can show that for any fixed \( y \in \mathbb{R} \),

\[
\sup_{|t| \leq B} \left| n^{-1} \sum_{j=1}^n x_j \left\{ I(Z_j \leq y + n^{-1/2} x_j t) - I(Z_j \leq y) - n^{-1/2} x_j t \psi(y) \right\} \right| = O_p(n^{-3/4}),
\]

for any fixed \( B > 0 \). For fixed \( y \in \mathbb{R} \), let \( \psi(z) = I(z \leq y) \). Then Condition (M5) holds and \( \xi_1 = f(y) \) so the result follows from Lemma 3.1. \( \Box \)

Combining Theorems 3.1 and 3.2, we immediately obtain the following result for the general class of one-step \( L \)-estimators.
THEOREM 3.3. Suppose that Conditions (i)–(iii) and (L1)–(L5) hold. Let \( a_1 = (1, 0, \ldots, 0) \in \mathbb{R}^p \). Then

\[
\lambda_n - \theta_0 - T_L(F)a_1 = (X'X)^{-1} \sum_{j=1}^{n} x_j \psi_L(z_j / \sigma) + O_p(n^{-s})
\]

with

\[
s = \begin{cases} 
1 & \text{if } m = 0 \\
3/4 & \text{else ,}
\end{cases}
\]

where \( T_L(F) \) is defined in (1.2) and \( \psi_L \) is defined in (2.1).

4. Representations for \( M \)-estimators

It is again convenient to consider the cases in which \( \psi_s = 0 \) and \( \psi_a = \psi_c = 0 \) before considering the general case \( \psi = \psi_a + \psi_c + \psi_s \). The representations will be derived from the asymptotic linearity results of Jurečková and Sen (1989). The following result is extracted from Theorems 2.2, 3.2 and 4.2 of Jurečková and Sen (1989).

LEMMA 4.1. (Jurečková and Sen (1989)) Suppose that Conditions (i)–(iii) hold, \( T_M(F) \) is defined in (1.5) and \( a_1 = (1, 0, \ldots, 0) \in \mathbb{R}^p \). Then if Conditions (M2)–(M4) hold with \( \tau = T_M(F) \) and \( \psi_s = 0 \),

\[
\sup_{|t| \leq B_1} \sup_{|u| \leq B_2} \left| n^{-1} \sum_{j=1}^{n} x_j \{ \psi(e^{-n^{1/2}}(Z_j - T_M(F)) - n^{-1/2}x_jt) / \sigma \}
\]

\[- \psi((Z_j - T_M(F)) / \sigma) \} + n^{-1/2}(n^{-1} \gamma_1 X'Xt + \sigma \gamma_2 u a_1) \right| = O_p(n^{-1})
\]

for each fixed \( B_1, B_2 < \infty \), where \( \gamma_1 \) and \( \gamma_2 \) are defined in (2.2) and (2.3), respectively, with \( \tau = T_M(F) \). If Condition (M5) holds with \( \tau = T_M(F) \) and \( \psi_a = \psi_c = 0 \),

\[
\sup_{|t| \leq B_1} \sup_{|u| \leq B_2} \left| n^{-1} \sum_{j=1}^{n} x_j \{ \psi(e^{-n^{1/2}}(Z_j - T_M(F)) - n^{-1/2}x_jt) / \sigma \}
\]

\[- \psi((Z_j - T_M(F)) / \sigma) \} + n^{-1/2}(n^{-1} \xi_1 X'Xt + \sigma \xi_2 u a_1) \right| = O_p(n^{-3/4}) ,
\]

for each fixed \( B_1, B_2 < \infty \), where \( \xi_1 \) and \( \xi_2 \) are defined in (2.4) and (2.5), respectively, with \( \tau = T_M(F) \).

We are able to prove the following theorem for \( M \)-estimators.
THEOREM 4.1. Suppose that Conditions (i)–(iii) and (M1)–(M4) hold with \( \tau = T_M(F) \) defined in (1.5). Let \( a_1 = (1, 0, \ldots, 0) \in \mathbb{R}^p \). Then if \( \psi_s = 0 \), there exists a solution \( \mu_n \) of (1.6) satisfying

\[
(4.1) \quad n^{1/2} |\mu_n - \theta_0 - T_M(F)a_1| = O_p(1) .
\]

Moreover, for any solution of (1.6) satisfying (4.1),

\[
(4.2) \quad \mu_n - \theta_0 - T_M(F)a_1 = \gamma_1^{-1}(X'X)^{-1} \sum_{j=1}^n x_j \psi((Z_j - T_M(F))/\sigma) \\
- \gamma_1^{-1}\gamma_2 a_1(\sigma_n - \sigma) + O_p(n^{-1}) ,
\]

where \( \gamma_1 \) and \( \gamma_2 \) are defined in (2.2) and (2.3), respectively, with \( \tau = T_M(F) \).

PROOF. Let \( \mathcal{B} = \{ t \in \mathbb{R}^p : |t| = B \} \) for some fixed \( B > 0 \) and define

\[
E_n(t, \sigma) = n^{-1/2} \sum_{j=1}^n x_j \psi((Z_j - T_M(F) - n^{-1/2}xjt)/\sigma), \quad t \in \mathbb{R}^p , \quad \sigma > 0 .
\]

Notice that

\[
(4.3) \quad E_n(n^{1/2}(\mu_n - \theta_0 - T_M(F)a_1), \sigma_n) = n^{-1/2} \sum_{j=1}^n x_j \psi((Y_j - x_j\mu_n)/\sigma_n)
\]

so that \( n^{1/2}(\mu_n - \theta_0 - T_M(F)a_1) \) is a solution of \( E(t, \sigma_n) = 0 \) if and only if \( \mu_n \) is a solution of (1.4). The result (4.1) will follow from result 6.3.4 of Ortega and Rheinboldt ([1973], p.163) if we can show that \( t'E_n(t, \sigma_n) < 0 \) for \( t \in \mathcal{B} \) in probability.

Now for \( K > 0 \),

\[
P\{ t'E_n(t, \sigma_n) < 0 \text{ for all } t \in \mathcal{B} \}
\]

\[\geq P\{ t'E_n(t, \sigma_n) < - K/2 \text{ for all } t \in \mathcal{B} \}
\]

\[\geq P\{ t'E_n(0, \sigma) - \gamma_1 t'T_n t - \gamma_2 n^{1/2}(\sigma_n - \sigma)t'a_1 < - K \text{ for all } t \in \mathcal{B} \}
\]

\[- P\{ t'E_n(t, \sigma_n) - t'E_n(0, \sigma) + \gamma_1 t'T_n t + \gamma_2 n^{1/2}(\sigma_n - \sigma)t'a_1 > K/2 \text{ for all } t \in \mathcal{B} \}
\]

where \( T_n = n^{-1}X'X \). Let \( \varepsilon > 0 \) be given. Then if \( \lambda_{\max}(T_n) \) is the largest eigenvalue of \( T_n \),

\[
P\{ t'E_n(0, \sigma) - \gamma_1 t'T_n t - \gamma_2 n^{1/2}(\sigma_n - \sigma)t'a_1 < - K \text{ for all } t \in \mathcal{B} \}
\]

\[\geq P\{ t'E_n(0, \sigma) - \gamma_2 n^{1/2}(\sigma_n - \sigma)t'a_1 < \gamma_1 B^2 \lambda_{\max}(T_n) - K \text{ for all } t \in \mathcal{B} \}
\]
\begin{align*}
&\geq P(B \mid E_n(0, \sigma) - \gamma_2 n^{1/2} (\sigma_n - \sigma) t' a_1) < \gamma_1 B^2 \lambda_{\text{max}} (\Gamma_n) - K \\
&\geq P\{ |E_n(0, \sigma)| < (\gamma_1 B \lambda_{\text{max}} (\Gamma_n) - K / B) / 2\} \\
&\quad - P\{ |\gamma_2 n^{1/2} (\sigma_n - \sigma)| > (\gamma_1 B \lambda_{\text{max}} (\Gamma_n) - K / B) / 2\} \\
&\geq 1 - 4 E |E_n(0, \sigma)|^2 (\gamma_1 B \lambda_{\text{max}} (\Gamma_n) - K / B)^2 \\
&\quad - P\{ |\gamma_2 n^{1/2} (\sigma_n - \sigma)| > (\gamma_1 B \lambda_{\text{max}} (\Gamma_n) - K / B) / 2\} \\
&\geq 1 - \varepsilon / 2
\end{align*}

for \( K \) large enough, and

\begin{align*}
P\{ t' E_n(t, \sigma_n) - t' E_n(0, \sigma) + \gamma_1 t' \Gamma_n t + \gamma_2 n^{1/2} (\sigma_n - \sigma) t' a_1 > K / 2 \text{ for all } t \in \mathcal{B}\} \\
&\leq P\{ |E_n(t, \sigma_n) - E_n(0, \sigma) + \gamma_1 \Gamma_n t + \gamma_2 n^{1/2} (\sigma_n - \sigma) a_1| > K / 2 \text{ for all } t \in \mathcal{B}\} \\
&\leq P\left\{ \sup_{|t| \leq B} |E_n(t, \sigma_n) - E_n(0, \sigma) + \gamma_1 \Gamma_n t + \gamma_2 n^{1/2} (\sigma_n - \sigma) a_1| > K / 2B \right\} \\
&< \varepsilon / 2
\end{align*}

by Lemma 4.1, so

\[ P\{ t' E_n(t, \sigma_n) < 0 \text{ for all } t \in \mathcal{B}\} \geq 1 - \varepsilon \]

and (4.1) obtains.

To complete the proof of Theorem 4.1, replace \( t \) by \( n^{1/2}(\mu_n - \theta_0 - T_M(F) a_1) \) and \( u \) by \( n^{1/2} \log (\sigma_n / \sigma) \) in Lemma 4.1, apply (4.3) and rearrange the remaining terms. \( \square \)

Now consider \( M \)-estimators based on \( \psi_s \). We are able to prove the following analogue of Theorem 4.1 for the case that \( \psi_{a} \) and \( \psi_{c} \) vanish. Since \( \psi_s \) is not continuous, the proof uses an argument of Jurečková (1977) which exploits the monotonicity of \( \psi_s \).

**Theorem 4.2.** Suppose that Conditions (i)--(iii), (M1), (M2) and (M5) hold with \( \tau = T_M(F) \) defined in (1.5). Let \( a_0 = (1, 0, \ldots, 0) \in \mathbb{R}^p \). Then if \( \psi_{a} = \psi_{c} = 0 \), it follows that for \( \mu_n \) satisfying (1.4),

\begin{equation}
(4.4) \quad n^{1/2}(\mu_n - \theta_0 - T_M(F) a_1) = O_p(1).
\end{equation}

Moreover, for any \( \mu_n \) satisfying (1.4) and (4.4),
\[(4.5) \quad \mu_n - \theta_0 - T_M(F)a_1 = \xi_1^{-1}(X'X)^{-1}\sum_{j=1}^{n} x_j\psi((Z_j - T_M(F))/\sigma) - \xi_1^{-1}\xi_2 a_1(\sigma_n - \sigma) + O_p(n^{-3/4}) ,
\]

where $\xi_1$ and $\xi_2$ and defined in (2.4) and (2.5), respectively, with $\tau = T_M(F)$.

**Proof.** As in the proof of Theorem 4.1, define

\[E_n(t, \sigma) = n^{-1/2} \sum_{j=1}^{n} x_j\psi((Z_j - T_M(F) - n^{-1/2}x_j(t))/\sigma), \quad t \in \mathbb{R}^p, \quad \sigma > 0.
\]

Then it follows from (1.4) that for any $\varepsilon, K > 0$, there is an $n_0 > 0$ such that for $n > n_0$,

\[P\{|E_n(n^{1/2}(\mu_n - \theta_0 - T_M(F)a_1), \sigma_n)\| \geq K\} < \varepsilon
\]

and hence for $B, K > 0$ that,

\[P\{n^{1/2}|\mu_n - \theta_0 - T_M(F)a_1| \geq B\}
\]

\[\leq P\left\{\inf_{|t| \geq B} |E_n(t, \sigma_n)| < K \right\}
\]

\[+ P\left\{n^{1/2}|\mu_n - \theta_0 - T_M(F)a_1| \geq B, \inf_{|t| \geq B} |E_n(t, \sigma_n)| \geq K \right\}
\]

\[= P\left\{\inf_{|t| \geq B} |E_n(t, \sigma_n)| < K \right\} + \varepsilon .
\]

If $|t| \geq B$, put $v = Bt/|t|$ so that $|v| = B$ and $t = \tau v$ with $\tau = |t|/B \geq 1$. Then

\[|E_n(t, \sigma_n)| \geq - t' E_n(t, \sigma_n)/|t|
\]

\[= - v' E_n(\tau v, \sigma_n)/B
\]

\[\geq - v' E_n(v, \sigma_n)/B
\]

as $- v' E_n(\tau v, \sigma_n)$ is non-decreasing in $\tau$. Consequently, with $\Gamma_n = n^{-1}X'X$,

\[P\left\{\inf_{|t| \geq B} |E_n(t, \sigma_n)| < K \right\}
\]

\[\leq P\left\{\inf_{|v| \geq B} - v' E_n(v, \sigma_n) < KB \right\} .
\]
\[
\leq P \left\{ \inf_{|a|=b} - v' E_n(0, \sigma) + \xi_1 v' T_n v + \xi_2 n^{1/2} (\sigma_n - \sigma) v' a_1 < 2KB \right\} \\
+ P \left\{ \inf_{|a|=b} - v' E_n(v, \sigma_n) < KB, \quad \inf_{|a|=b} - v' E_n(0, \sigma) + \xi_1 v' T_n v + \xi_2 n^{1/2} (\sigma_n - \sigma) v' a_1 > 2KB \right\}.
\]

If \( \lambda_{\min}(T_n) \) is the smallest eigenvalue of \( T_n \),
\[
P \left\{ \inf_{|t| \geq B} |E_n(t, \sigma_n)| < K \right\} \\
\leq P \{ -B |E_n(0, \sigma) - \xi_2 n^{1/2} (\sigma_n - \sigma) a_1| < 2KB - \xi_1 B^2 \lambda_{\min}(T_n) \} \\
+ P \left\{ \sup_{|v|=B} v' E_n(v, \sigma_n) - v' E_n(0, \sigma) + \xi_1 v' T_n v - \xi_2 n^{1/2} (\sigma_n - \sigma) v' a_1 > KB \right\} \\
\leq P \{ |E_n(0, \sigma) - \xi_2 n^{1/2} (\sigma_n - \sigma) a_1| > B \xi_1 \lambda_{\min}(T) - 2K \} \\
+ P \left\{ \sup_{|v|=B} |E_n(v, \sigma_n) - E_n(0, \sigma) + \xi_1 v' T_n v + \xi_2 n^{1/2} (\sigma_n - \sigma) a_1| > K \right\} \\
\leq \varepsilon
\]

for \( B \) large enough, for any \( \varepsilon > 0 \), by Chebychev's inequality and Lemma 4.1.

The representation (4.5) follows from (4.4), (4.3) and Lemma 4.1. \( \Box \)

Combining the above results, we immediately obtain the following result for the general class of \( M \)-estimators.

**THEOREM 4.3.** Suppose that Conditions (i)–(iii) and (M1)–(M5) hold with \( \tau = T_M(F) \) defined in (1.5). Let \( a_i = (1, 0, \ldots, 0) \in \mathbb{R}^p \). Then if \( \psi \) is either continuous or monotone, it follows that for \( \mu_n \) satisfying (1.4)

(4.6)  \[ n^{1/2}(\mu_n - \theta_0 - T_M(F)a_1) = O_p(1). \]

Moreover, for any \( \mu_n \) satisfying (1.4) and (4.6),

\[
\mu_n - \theta_0 - T_M(F)a_1 = (\gamma_1 + \xi_1)^{-1}(X'X)^{-1} \sum_{j=1}^{m} x_j \psi((Z_j - T_M(F))/\sigma) \\
- (\gamma_1 + \xi_1)^{-1}(\gamma_2 + \xi_2)a_1(\sigma_n - \sigma) + O_p(n^{-\delta})
\]
with
\[
    s = \begin{cases} 
    1 & \text{if } \psi_s = 0 \\
    3/4 & \text{else} 
    \end{cases},
\]
where \( \gamma_1, \gamma_2, \xi_1 \) and \( \xi_2 \) are defined in (2.2)-(2.5), respectively, with \( \tau = T_\Theta(F) \).

5. Representations for one-step \( M \)-estimators

Asymptotic representations for one-step \( M \)-estimators can be derived from the asymptotic linearity results of the previous section. For the reasons noted in the introduction, we will restrict attention to type II estimators and obtain analogues of Theorems 4.1-4.3 for these estimators.

**Theorem 5.1.** Suppose that Conditions (i)-(iii), (L1) and (M1)-(M4) hold with \( \tau = \tau_0 \). Let \( a_i = (1, 0, \ldots, 0) \in \mathbb{R}^p \). Then if \( \tilde{\mu}_n \) is a type II one-step \( M \)-estimator and \( \psi_s = 0 \),

\[
    \tilde{\mu}_n - \theta_0 - \{\tau_0 + \gamma_1^{-1}E\psi((Z - \tau_0)/\sigma)\}a_1 \\
    = \gamma_1^{-1}(X'X)^{-1} \sum_{j=1}^n x_j \{\psi((Z_j - \tau_0)/\sigma) - E\psi((Z - \tau_0)/\sigma)\} \\
    - \gamma_1^{-1}\gamma_2(\sigma_n - \sigma)a_1 - \gamma_1^{-2}E\psi((Z - \tau_0)/\sigma)(\gamma_{1n} - \gamma_1)a_1 + O_p(n^{-1}),
\]

where \( \gamma_1 \) and \( \gamma_2 \) are defined by (2.2) and (2.3), respectively, with \( \tau = \tau_0 \).

**Proof.** Notice that

\[
    \tilde{\mu}_n - \theta_0 - \{\tau_0 + \gamma_1^{-1}E\psi((Z - \tau_0)/\sigma)\}a_1 \\
    = \tau_n - \theta_0 - \tau_0a_1 \\
    + \gamma_1^{-1}(X'X)^{-1} \sum_{j=1}^n x_j \{\psi((r_j - \tau_n)/\sigma_n) - E\psi((Z - \tau_0)/\sigma)\} \\
    + (\gamma_{1n}^{-1} - \gamma_1^{-1})a_1 E\psi((Z - \tau_0)/\sigma) \\
    = \gamma_1^{-1}(X'X)^{-1} \left[ \gamma_1 X'X(\tau_n - \theta_0 - \tau_0a_1) + \sum_{j=1}^n x_j \{\psi((r_j - \tau_n)/\sigma) - E\psi((Z - \tau_0)/\sigma)\} \right] \\
    + \gamma_1^{-1}(\gamma_{1n} - \gamma_1)(\tau_n - \theta_0 - \tau_0a_1) \\
    - (\gamma_{1n}\gamma_1)^{-1}(\gamma_{1n} - \gamma_1)a_1 E\psi((Z - \tau_0)/\sigma). \]
Now
\[
n^{-1} \sum_{j=1}^{n} x_j \{ \psi((r_j - \tau_{n1})/\sigma_n) - E\psi((Z - \tau_0)/\sigma) \} + n^{-1} \gamma_1 X'X(\tau_n - \theta_0 - \tau_0a_1) \\
= n^{-1} \sum_{j=1}^{n} x_j \{ \psi((Z_j - \tau_0)/\sigma) - E\psi((Z - \tau_0)/\sigma) \} \\
- \gamma_2 (\sigma_n - \sigma)a_1 + O_p(n^{-1}),
\]
by Lemma 4.1, so the result will follow if we can show that
\[
\gamma_1 n - \gamma_1 = O_p(n^{-1/2}).
\]

But
\[
\gamma_1 n - \gamma_1 = \frac{1}{2} n^{-1/2} \sum_{j=1}^{n} \{ \psi((r_j - \tau_{n1} + n^{-1/2})/\sigma_n) \\
- \psi((r_j - \tau_{n1} - n^{-1/2})/\sigma_n) \} - \gamma_1 \\
= \frac{1}{2} n^{-1/2} \sum_{j=1}^{n} \{ \psi((r_j - \tau_{n1} + n^{-1/2})/\sigma_n) - \psi((Z_j - \tau_0)/\sigma) \} \\
+ \frac{1}{2} n^{1/2} \{ \gamma_1 \bar{x}'(\tau_n - \theta_0 - \tau_0a_1 - n^{-1/2}a_1) + \gamma_2 (\sigma_n - \sigma) \} \\
- \frac{1}{2} n^{-1/2} \sum_{j=1}^{n} \{ \psi((r_j - \tau_{n1} + n^{-1/2})/\sigma_n) - \psi((Z_j - \tau_0)/\sigma) \} \\
- \frac{1}{2} n^{1/2} \{ \gamma_1 \bar{x}'(\tau_n - \theta_0 - \tau_0a_1 - n^{-1/2}a_1) + \gamma_2 (\sigma_n - \sigma) \} \\
= O_p(n^{-1/2})
\]
by Lemma 4.1, so the result obtains. □

Condition (S1) ensures that we can estimate $\xi_1$ so by a very similar argument to that used to prove Theorem 5.1, we immediately obtain the following two theorems.

**Theorem 5.2.** Suppose that conditions (i)-(iii), (L1), (M1), (M2), (M5) and (S1) hold with $\tau = \tau_0$. Let $a'_1 = (1, 0, \ldots, 0) \in \mathbb{R}$. Then if $\bar{\mu}_n$ is a type II one-step M-estimator and $\psi_a = \psi_c = 0$,
\[ \tilde{\mu}_n - \theta_0 - \{ \tau_0 + \xi_1^{-1} E\psi((Z - \tau_0)/\sigma) \} a_1 \]
\[ = \xi_1^{-1} (X'X)^{-1} \sum_{j=1}^{n} x_j \{ \psi((Z_j - \tau_0)/\sigma) - E\psi((Z - \tau_0)/\sigma) \} \]
\[ - (\xi_1 + \xi_2)^{-1} \xi_2 (\sigma_n - \sigma) a_1 - \xi_1^{-2} E\psi((Z - \tau_0)/\sigma)(\xi_{1n} - \xi_1) a_1 + O_p(n^{-3/4}) \]

where \( \xi_1 \) and \( \xi_2 \) are defined in (2.4) and (2.5), respectively, with \( \tau = \tau_0 \).

**Theorem 5.3.** Suppose that Conditions (i)–(iii), (L1), (M1)–(M5) and (S1) hold with \( \tau = \tau_0 \). Let \( a'_i = (1, 0, \ldots, 0) \in \mathbb{R}^p \). Then if \( \tilde{\mu}_n \) is a type II one-step M-estimator,

\[ \tilde{\mu}_n - \theta_0 - \{ \tau_0 + (\gamma_1 + \xi_1)^{-1} E\psi((Z - \tau_0)/\sigma) \} a_1 \]
\[ = (\gamma_1 + \xi_1)^{-1} (X'X)^{-1} \sum_{j=1}^{n} x_j \{ \psi((Z_j - \tau_0)/\sigma) - E\psi((Z - \tau_0)/\sigma) \} \]
\[ - (\gamma_1 + \xi_1)^{-1} (\gamma_2 + \xi_2)(\sigma_n - \sigma) a_1 \]
\[ - (\gamma_1 + \xi_1)^{-2} E\psi((Z - \tau_0)/\sigma)(\gamma_{1n} + \xi_{1n} - \gamma_1 - \xi_1) a_1 + O_p(n^{-3}) \]

with

\[ s = \begin{cases} 
1 & \text{if } \gamma_2 = 0 \\
3/4 & \text{else} 
\end{cases} \]

where \( \gamma_1, \gamma_2, \xi_1 \) and \( \xi_2 \) are defined in (2.2)–(2.5), respectively, with \( \tau = \tau_0 \).

### 6. Asymptotic relations

In this section, we examine the asymptotic relationship between \( L \)-, \( M \)- and one-step \( M \)-estimators and, in particular, give conditions under which they are asymptotically equivalent. However, it is worth keeping in mind that there are important differences between the classes of estimators. In \( L \)-estimation, observations are weighted according to their position in the sample while in \( M \)-estimation, observations are weighted according to their magnitude. A consequence of this distinction is that while \( L \)-estimators are naturally scale equivariant, \( M \)-estimators usually require a concomittant scale estimate to achieve scale equivariance.

It follows immediately from the results of Sections 4 and 5 that \( M \)- and one-step \( M \)-estimators will be asymptotically equivalent under the conditions of Section 5 provided \( \tau_0 = T_M(F) \) defined in (1.5). Except in the case that \( F \) is symmetric, this condition will usually only be satisfied if \( \tau_n = \mu_n \). Notice that this is true for the slope as well as the intercept.

Now consider the relationship between \( L \)- and \( M \)-estimators. It is
apparent from the results of Sections 3 and 4 that asymptotically equivalent L- and M-estimators will be related through $h$, $\{(w_i, q_i): 1 \leq i \leq m\}$ and $\psi_c$, $\{(d_l, Q_l): 1 \leq l \leq k\}$. In fact, it follows that given an L-estimator $\lambda_n$ based on $h$, $\{(w_i, q_i): 1 \leq i \leq m\}$ we can construct a related M-estimator $\mu_n$ by taking

$$
\psi_c(z) = -\int \{I(z \leq y) - F(y)\} h(F(y))dy,
$$

$$
d_l = \begin{cases} 
\sum_{i=1}^{m} \frac{w_i q_i}{\phi(q_i)} - \sum_{i=l+1}^{m} \frac{w_i}{\phi(q_i)}, & 0 \leq l \leq m - 1 \\
\sum_{i=1}^{m} \frac{w_i q_i}{\phi(q_i)}, & l = m
\end{cases}
$$

and

$$
Q_l = F^{-1}(q_l)/\sigma \quad 1 \leq l \leq m.
$$

Conversely, given an M-estimator $\mu_n$ based on $\psi_c$, $\{(d_l, Q_l): 1 \leq l \leq k\}$, we can construct a related L-estimator $\lambda_n$ by taking

$$
h(u) = \sigma^{-1} \psi_c'(F^{-1}(u)/\sigma),
$$

$$
w_i = (d_l - d_{l-1}) f(\sigma Q_l), \quad 1 \leq i \leq k
$$

and

$$
q_l = F(\sigma Q_l), \quad 1 \leq i \leq k.
$$

For simplicity, we will restrict attention to the case that $h$, $\{(w_i, q_i): 1 \leq i \leq m\}$ is given. The results below give conditions under which the slope components of related estimators are asymptotically equivalent. For the intercept components of related estimators to be asymptotically equivalent, we will additionally require that $\sigma$ is known or that $\gamma_2 = \xi_2 = 0$, where $\gamma_2$ and $\xi_2$ are defined in (2.3) and (2.5), respectively. The first condition is often unrealistic and the second is satisfied when $F$ is symmetric, $\psi_c$ is antisymmetric and $\{(d_l, Q_l): 1 \leq l \leq k\}$ are appropriately chosen.

It is interesting that the tail conditions for M-estimators are different from those for L-estimators. For untrimmed L-estimators, we require Condition (L3), that is

$$
\int_{-\infty}^{\infty} \left\{ \sup_{|u| \leq \xi} |h(\xi + u)| \right\}^k dF(z) < \infty,
$$

and
\[
\int_{-\infty}^{\infty} [F(y+\varepsilon)(1-F(y-\varepsilon))]^{1/2} dy < \infty \quad \text{for} \quad \varepsilon > 0.
\]

However, for related $M$-estimators, we require

\[
(E) \quad \int_{-\infty}^{\infty} \psi_L(z/\sigma) dF(z) < \infty, \quad \text{and for some} \quad \nu > 1 \quad \text{and} \quad \delta_0 > 0,
\]

\[
\int_{-\infty}^{\infty} \left\{ \frac{1}{|z|} \sup_{|u| \leq \delta} |h_\nu'(e^{-\nu}(z+u))| \right\}^\chi dF(z) < \infty,
\]

and

\[
\int_{-\infty}^{\infty} \left\{ \frac{z^2}{|u|} \sup_{|u| \leq \delta} |h_\nu(z+u)| \right\}^\chi dF(z) < \infty, \quad \text{for all} \quad 0 < \delta \leq \delta_0.
\]

As noted in the introduction, these conditions hold if $h_\nu$ is bounded and trimmed or bounded and $\int_{-\infty}^{\infty} |z|^{2+\varepsilon} dF(z) < \infty$, for some $\varepsilon > 0$, holds. This moment condition and the tail condition for $L$-estimators are closely related (compare them when $F$ is regularly varying) but are not in general identical.

The following result is for the case that $m = 0$.

**Theorem 6.1.** Suppose that Conditions (i)–(iii), (L1)–(L3), (M1) and (E) hold. Let $a_1 = (1, 0, \ldots, 0)' \in \mathbb{R}^p$. Then if $m = 0$ in (1.3), there exists a related $M$-estimator $\mu_n$ such that

\[
\lambda_n - \mu_n - T_L(F)a_1 = \gamma_1^{-1}\gamma_2a_1(\sigma_n - \sigma) + O_p(n^{-1}),
\]

where $T_L(F)$ is defined in (1.2) and $\gamma_1$ and $\gamma_2$ are defined in (2.2) and (2.3), respectively.

**Proof.** The representation for $\lambda_n$ obtained in Theorem 3.1 holds so the result will follow if we can show that the conditions of Theorem 4.1 hold with $\psi = \psi_L$. Now

\[
E\psi_L(Z/\sigma) = 0
\]

so $T_M(F) = 0$. It is straightforward to show that these conditions do in fact hold. \( \square \)

For the case that $h$ vanishes, we have the following result.

**Theorem 6.2.** Suppose that Conditions (i)–(iii), (L1), (L2), (L5) and (M1) hold. Then if $\psi_c = 0$ in (1.3), it follows that for the related $M$-
estimator \( \mu_n \) satisfying (1.4),

\[
\lambda_n - \mu_n T_L(F) a_1 = \xi_1^{-1} \xi_2 a_1 (\sigma_n - \sigma) + O_p(n^{-3/4}),
\]

where \( T_L(F) \) is defined in (1.2), \( \xi_1 \) and \( \xi_2 \) are defined in (2.4) and (2.5) with \( \tau = 0 \), respectively, and \( a_i^t = (1, 0, \ldots, 0) \in \mathbb{R}^p \).

**Proof.** The result will follow from Theorems 3.2 and 4.2 if we can show that Conditions (M2) and (M5) hold with \( \tau = 0 \). It is straightforward to show that these conditions do in fact hold. □

Finally, we note that we can combine Theorems 6.1 and 6.2 to obtain asymptotic equivalence results for \( L \)- and \( M \)-estimators with both a discrete and a continuous component and that results in which \( \sigma \) is treated as known can be derived from the present results in a straightforward manner.
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