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Abstract. Exact and large sample distributions of the rank order test
under the null hypothesis of restricted interchangeability are obtained.
Under given regularity conditions and under Pitman’s shift in location
alternative, the asymptotic relative efficiency of this nonparametric test in
comparison with Votaw’s (1948, Ann. Math. Statist., 19, 447-473) likeli-
hood ratio test is given.
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1. Introduction

Let Xi,...,X, be n random vectors, each with an unknown p-variate
(continuous) distribution function F, where p = p; + -+ + p,, r = 1,

(1]) X,'Z(Xil,...,Xir) i:l,...,n,
and
(1.2) Xi=X".. X" j=l..,r p=>1.

We are interested in testing the null hypothesis {Ho} of interchange-
ability within {X;} (i.e., Ho: F(X;) = F(X) for all values of X € S;(X}) the
set of all possible permutations of Xj) for j = 1,...,r simultaneously, and
for each i=1,...,n. This hypothesis was first considered by Votaw (1948)
under the normality assumption. In his case, testing the null hypothesis was
reduced to testing for “compound symmetry” in a normal multivariate
population. Sen (1967a, 1967b) introduced distribution-free rank order
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100 GEORGE R. JERDACK AND PRANAB KUMAR SEN

tests to test the hypothesis of interchangeability of one set of variates from
a multivariate population that has a continuous cumulative distribution
function.

In this paper, we will extend the distribution-free rank order test to
test the hypothesis of restricted interchangeability as defined above. Rank
scores for each set are defined in Section 2; these scores are very much
dependent on the alternative hypothesis. Subsection 3.1 deals with the
exact permutational distribution and its first and second moments. In
Section 3, we define the test statistics and their quadratic forms. Also, the
rejection rule under the exact permutational distribution is given. In actual
practice, however, n is usually large. In this case, the labor involved in
finding the rejection region under the exact distribution increases tremen-
dously. In Section 4, we give a solution for the case when n is large by
considering the asymptotic permutational distribution under suitable
regularity conditions. The permutational distribution of the test statistics
converges (in probability) to a chi-squared distribution, in conformity with
other cases of permutationally distribution-free rank order tests. The
standardized form of the test is studied asymptotically in Section 5. Section
6 is devoted to studying the asymptotic relative efficiency (A.R.E.) of the
proposed test in comparison with Votaw’s L, which is derived later for
our case under the shift in location alternative. We also show that, for
normally distributed data, the A.R.E. is close to unity when using normal
scores in the rank order test. A real-life example on the applications of the
proposed procedure is given in Section 7.

2. Preliminary notions

Let R be the rank of Xi}k) among the N; ( = np;) observations
Xi,(-l’,...,Xi,(”’) for k=1,...,p;; i=1,...,n. Thus, a separate ranking is made
for each subset j, j = 1,..., r. Then, the collection (rank) matrix is defined as

— (1) (r)
@.1) Ry=[R,....R{]
1 1 1 "
RORY . R R
RID.RWPY o RIV..RIP
= ’
R R o RY R

and has dimensions n X p, where N = '21 Niand p = Zl D
Jj= J=

Define a class of rank scores as
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W ) B
) s =0 (557

where Jn, needs to be defined only at B/(N; + 1) for f = 1,..., N;. Also define

2.3) T = % S B, k=1,.prs
(2.4) T =T, T, ., TY,),  j=1,..,r,
and

(2.5) Ty= (T, T{,....T\)) .

From the above definition, T/(v{,)k is the average score of the k-th column in
the j-th set. By virtue of the assumed continuity of F(x), the possibility of
ties among the observed values may be ignored in probability.

3. Rank permutation test for the case of restricted interchangeability

3.1 Permutational distribution

If X/",..., Xs” are interchangeable for each j = 1,...,r, then the joint
distribution of Xy = (X3,..., X)) remains invariant under the finite group I,
of transformations {g.} (which maps the sample into itself), where g.(¥~) =
Yy =(Y*,..., Y, Y*=(Y,..., Y and Y is a column permutation of
the matrix ¥ for each j=1,...,r and i = 1,...,n. Thus I, contains a set of

[Hl pj!] points ¥ which are permutationally equivalent to Yu; this set
j=

will be denoted by S(¥w). It follows from the above discussion that under
the null hypothesis of restricted interchangeability, the conditional distri-

bution of Y, given a set S(Y), is uniform over the [_ﬁlpj!] possible
=

realizations, which implies that
3. p{RY =RESRy}=(p)"  forany RfeSRw),
(3.2)  piRw=R¥|S(Ry)} = ( Hl P! ) for any R e S(Ry).
e
Denote the conditional distribution given in (3.2) by the probability

measure P,.
Next, let
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1 A
(3.4) B = i $ B,
pi k=
and
(35) 0'}2\7, R}{/{))—L 2 [Bm ) — B}i) ,”]

Ni(p — 1) =14
j=1,....r.

Then, conditional on the probability measure P,, it can be shown that

(3.6) E(Tw|P.)=By=(BS.....B\"..... BY,....BY) ,
where
(3.7) BY = E(TVxP), k=1...p,
and
(3.8) Vo= 4 0 ) is the (conditional) variance-
. Y 0 ¥, |covariance matrix of T,
where
Ouip; — () .
(39 Vi=|— — (R , Jj=1..,r;
npj k,I=1,....p;

Ow is the usual Kronecker delta.

3.2 Proposed test

From (3.5), on(RN “ )) depends on the collection rank matrix, but
remains invariant under S(Ry). Thus, if we use the generalized inverse of
the (permutational) covariance matrix of T, the proposed test statistic is
in the following quadratic form:

(3.10) Wx = (Ty — Bn)Vn(Tn — By

—n 3 & (T~ BYY/ohRY) .
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Hence it can be shown that, if a;zv,(R;{/{)) is finite and non-zero for each j
(j=1,...,r), then under the permutational probability measure P,, Wy will

have (f[ pj!) possible realizations, which are all conditionally equally

likely. On the other hand, if Hy, does not hold and the p variates have
locations which are not all equal, then at least one of TN« will be different
from By for ]=1 ,r, and hence Wy, being a positive semi-definite
quadratic form in TN, will be stochastically larger. Thus it appears
reasonable to base our permutation test on the following rejection rule:

1, if Wx> WnaRn);
3.11) ATV ={ n(Ry), if Wy= WraRnr);
0, it Wy< Wno(Rnw);

where Wy, o«(Rw~) and y~(Rw) are chosen so that E{A(Tx)|P.} = a. Thus, if in
actual practice » is not large, we can consider the set Tw[S(Rw)] of ( fIl pj!)
j=

values of Tn (and hence of Wy), which will provide us with the permuta-
tional distribution function of Wy, and the same may be used to find
Wy,«(Ry). However, if n is not very small, the labor involved in this
procedure increases tremendously. To avoid such labor we shall consider in
the next section the asymptotic permutation test.

4. Asymptotic permutation distribution of W

As in the case of the study of asymptotic theory of rank order tests for
various other problems of statistical inference, we shall impose certain
regularity conditions on B\sin (2.2) as well as on F(x). Extending the idea
of Chernoff and Savage (1958) to the multivariate case we shall find it
convement to extend the domain of the definition of JN, in (2. 2) to (0 1) by
letting JA' be constant on [BI(N;+1),(B+D/(N;+ 1), p=1,...,N;; j=
1,...,r.

Let us now define

@A.1) Va(x) = — [Number of X <x], k=1,.,p,
) 1 £ .
(4.2) Hy (x) = — & Fym(x), Jj=1l..,r.
pj "

We denote the joint c.d.f. of (X, X" by Fix.n(x,y), and the c.d.f. of X*
by Fiua(x), for I # k= 1,..., p;. Further, we define
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j 1
(43) Fifien(x, y) = — [Number of (X", X,") = (x,y)]
I#k=1,..p;,
1 &
(4.4) Hj(x) = > 2 Fu(x) .
J

Next we define the regularity conditions that will be used throughout this
paper:

(4.5 lim IV (H) = Ji(H)

exists for all 0 < H < 1 and is not constant , (C.1)
B ()t v
. — —_— » = - 2
wo &) ()| e (€2
and

o o s ot

= 0N/, k=1...p
4.7y  J(H) is absolutely continuous in H: 0 < H< 1, and
dS
dH*®

I(H) | < KTHG - BT C3)

fors=0,1, and § >0, where K is a constant and j = 1,.

For the permutational distribution theory, we requlre two more mild
conditions for the existence and convergence of o3, (RM) These we state
below:

(4.8) ifl“m{’(L)}z—{J,( b )}2]:0(1), (C.4)

@) [ (5 v ) (5 o))

o v )5 (e

N,+1 va,(y))] dFl.n(x, y)
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—Op
M l ’

where /[# k=1,...,pjandj=1,...,r.
Finally, we define

(4.10) VB = [ B ) H) dFn(x, )

for I#k=1,...,p;.

(4.11) v = (B HO)PdFm(x),  k=1,...p;,
(4.12) Vi(F) = v O(F)t=1.... Jj=lr,
(4.13) Rank of v(F)=2. (C.5)

To show the asymptotic distribution of Wy, we need the following two
lemmas.

LEMMA 4.1. Define

1
(4.14) AP =], Fwdu,
and
— D1 )
(4.15) =l ] R, vi(E) ,
then, if (C.5) holds,
(4.16) A -vi>0, j=1,.r.

LEMMA 4.2. Under regularity conditions (C.1) through (C.5),
mzv,(R;(vf)), defined in (3.5), converges in probability to [Af — V] >0, where
A} and v; are defined in (4.14) and (4.15), respectively.

THEOREM 4.1. Under the regularity conditions (C.1) through (C.5)
and the permutational probability measure P, the distribution of {n" A T;(vf,)k -
EM), k= 1,...,pj}, is asymptotically in probability a multinormal distribu-
tion [of rank (p;— 1)] with the null mean vector and covariance matrix
given by (3.9) for eachj(=1,...,r).

The singularity of the above distribution comes from the fact that
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(4.17) 2( V- B =0, j=1,..r.

Then 1t follows that there are at most (p; — 1) llnearly mdependent quanti-
ties (TN, K — ) Thus, the vector {n”z(T(’) BN, ) k=1,.,p;j=1,..,r}

has Z (p; — 1) linearly independent quantities (TU : B&]-)).

Proofs of Theorem 4.1, Lemmas 4.1 and 4.2 can be found in Sen
(19675).

THEOREM 4.2.  Under the regularity conditions (C.1) through (C.5)
and the permutational probability measure P,, the statistic Wy defined in
(3.10) has, asymptotically in probability, a chi-squared distribution with

,-2;1 (pi — 1) degrees of freedom.
PROOF. First let us write
(4.18) w\' =n Z( - BV okRY), j=1,..r.
Then, from (3.10), we can write Wy as
(4.19) Wy = Z P

Using Theorem 4.1 and Cochran’s Theorem 1t can be shown that,
under the permutational (conditional) law Py, Wy has, asymptotically in
probability, a chi-squared distribution with (p; — 1) degrees of freedom
(Sen (19675)). But we know that under Py, the r subsets are permutational-
ly independent. Hence, Wy is the sum of r conditionally independent and
asymptotically chi-squared random variables. It follows that the distribu-
tion of Wy is asymptotically chi-squared with degrees of freedom equal to

3 (p- D).
J

5. Asymptotic multinormality of the standardized form of 7w

Using (2.2), (4.1) and (4.2) we can rewrite T\ as

. 0 . N .
G Thh=[ Jk{)( L — Hy(x) ) dFSha(x), k=1,..p;,
e N+1
for each j= 1,...,r. As in the case of Sen (19675b), (5.1) has the same form
as that of Chernoff-Savage type of rank order statistics related to the
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multisample case. Next, we define the following:
52 =] _JHNdFu®),  k=1,ps =1t
and

(5.3) S =f_°; f o; [Fjnie.n(x, ¥) — Fiua(x) Fan(y)]
- JI(H(x))Ji(Hr(y)) dFjtm)(x) d Fuia(y)

for j# h or j= h and k # I, where Fu.n(x, y) is the c.d.f. of (X, X9,

G4 Wm= [ Bwel - FuO)]

- J/(H;j(x))J/(H;(y))dFjim(x) dFjiq1(y)
+ f f ~ Fw()[l = Fua(y)]

- JI(H () (Hi()) dFjom(y) dFiai(x)

fork,m=1,....pj;Lg=1,....,pn; j,h=1,...,r. Finally, let

ih ih h
Z Z [5 r(r{q)kl - 55711,}“1 lg] lnl]

(5.5) Dju=
Djpn m=1 g=1

Lh=1,...r

THEOREM 5.1. Ifcondttzons (C 1) (C 2) and (C.3) of Section 4 hold,
then the random vector [n /Z(Tj ,u;v, k) k=1,...,pi;j=1,....r] has,
asymptotically, a multinormal distribution with a null mean vector and a
dispersion matrix B*, where

(56) ﬂ* = ((Djt,k/))kzl,..‘,p,;j:l,...,r .
I=1,..,pryh=1,..,r

The proof of Theorem 5.1 is similar to that given in Theorem 5.1 of
Sen (1967h) with some modification. The details of the proof can be found
in Jerdack (1987).

It has already been pointed out that the asymptotic multinormal
distribution, derived in Theorem 4.1, is singular and is of rank at most

equal to '21 (p; — 1). If the null hypothesis holds, then it follows from (5.3),
I=
(5.4) and the above theorem that, if j # A,
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(5.7) cov (TN, TS Ho) = o(N; 1),
and if j = A,
(5.8) lim {N; cov (T, TN\l Ho)} = (Sups — (A7 — 7)) ,

k=1,.,psl=1,...pnj,h=1,..r, where Af and v; are defined in Lemma
4.1, and Jw is the usual Kronecker delta. Consequently, with the help of
Lemma 4.1, we arrive at the following.

COROLLARY 5.1.  If Ho holds and conditions (C.1), (C.2) and (C.3)
of Section 4 hold, then under condition (C.5), [N;'"* TV — w), k=1,....p;

j=1,...,r] has a smgular multinormal distribution of rank 2 (pi—1),
where y; = f Ji(wydu, j = ,T.

We shall now consider the usual type of Pitman’s translation alterna-
tives. For this we replace the parent c.d.f., F(x), by a sequence of c.d.f.’s,
Fiv(x), such that the marginal c.d.f.’s Flgwni(x) of {Fvi(x)} satisfy the
sequence of alternatives { Hy}, where

L) _ -1/2
(5.9) Hy: Fiam(x) = Gi(x + N; “0y) ,
k=1,...,p; j=1,...,r,

where Gj(x) is assumed to be an absolutely continuous (univariate) c.d.f.
having a continuous density function g;(x), and where the assumptions of
equality of scales and symmetry in Ho are also assumed for the sequence of
c.d.f.’s { Fix1(x)}. Let us then define

(5.10) LGy = f J,(G(x))a’G x), j=1,...r.

Then,
G0 lim [NE(TY — ) Hl= 040(G), k= 1,....p;,
(5.12)  lim [N; cov (TNx, TV)if HW)] = (Sups — 1A = 7)) ,

k,1=1,...,p,
(5.13)  cov (T, TV Hy)] = o(N ),

k=1,...p;; h=1..,l, jh=1,.,r
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Consequently, it follows from Theorem 5.1 that, under {Hx}, {N;"X( T -
w), k=1,....p;";j=1,...,r} has an asymptotic (.21 (pi— l)) variate normal
=

distribution with mean vector 0 and dispersion matrix X * where

(5.14) 0= (01:{(G),..., 0,1 L(GY),..., 0.L(G),..., 0::L(GY)) ,
2 0

(5.15) Z*=( ),
0 p

where

(5.16) Z* =[(Oup — A = W ki-teps  J= Loyt

It readily follows that, under { Hy},
(5.17) Wi=n 3, (T4~ BYY/(4] - )

has an asymptotic noncentral chi-squared distribution with Zl(pj— 1)
I=

degrees of freedom and non centrality parameter
r _ 1 & —
61 aw= S -] o £ -0y ]
J pj %=

AW

:]zl 5
—_— p]
where 6, = (1/p;) k§1 0.

From (3.10), Lemma 4.2 and (5.17), we readily find that under { Hy} in
(5.9), Wy is asymptotically equivalent to W5 in probability. We express
this by writing Wy £ wj¥. Hence, we arrive at the following:

THEOREM 5.2. Under the sequence of alternative hypotheses { Hy} in
(5.9), the statistic Wy in (3.10) has, asymptotically, a noncentral chi-

squared distribution with ‘21 (p; — 1) degrees of freedom and non-centrality
=
parameter Aw defined in (5.18).
At this stage, we may consider an asymptotically distribution-free test

for Ho. This may be formulated as follows. Let S be a consistent estimator
of A} — ¥, in the sense that



110 GEORGE R. JERDACK AND PRANAB KUMAR SEN
b — .
(5.19) St~ AP -V, j=1,..r.

Then it follows from (5.17) and under {Hx} that
(5.20) Wy=n3% kﬁ{ (TY« — BV S 2 Wi .
=

Hence, the test based on Wy will be, asymptotically, a distribution-free test
of Ho. It further follows from the last theorem that the test based on Wy
will be asymptotically power-equivalent to the one based on Wy, for any
sequence of alternatives of the type {Hy} defined in (5.9).

6. Asymptotic relative efficiency

We shall now consider the asymptotic relative efficiency (A.R.E.) of
the proposed rank order tests in comparison to the likelihood ratio test
Lin, considered by Votaw (1948). Votaw showed that, under the null
hypothesis,

(6.1) Lim=

where U, and U, are block symmetric matrices. Using (4.7), (7.1) and (3.3)
of Votaw’s paper, it can be shown that

62 ol =, 1, w1,
©3) o =[ 1w |1,

where y is the number of subsets of cardinality equal to one and

e w1 & p),ne s
(6.4) W= pj {kz‘l Okk — 1 kg{ ou {+ pj k§1 (X5
n oo
e — 2 X.(k) .(l)
pi(pi— 1) &= 77 X
1 2 1 LG
6.5) Wy = E { k§1 ok — F kg oi {>

and the elements of U; are
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[ " if jh<y,
1 & gn P
Wkglajk if j<yandh>y,
(6.6) W={1 o o .
;kzl 121 0’1(5” if j=h>y,
Wale
1 oo& g . :
Wkgll;mg) if y<j#h>y,
where
ol = T (x - Xyxi" - X,
6.7) k=1,..p; I=1,...,pn, jh=1,.,r,

_ 1 =n
X.‘f)=—;i§ng(-k), k=1,.,p5 j=1L..r.

Then from (6.1), (6.2), (6.3), (6.4) and (6.5), we have

r l pi—1

6.8 Lim= 1l | ———= )
(©8) A el
where
69  4="5% (xby-—" % xhxy

pj k=1 pi(pi— 1) ¥

n Y] — —
= & K XY

J

1 b o ] Di . _
(6.10) B=—1%od - > ot =61 -p)

pi k=1 pi— 1 k=!
and

2o 1 & P S (i)

(6.11) o = > k§1 ok and aip= = 1) & ox

Then under the alternative hypothesis that is given in Section 5,
¥

— n log Lin has, asymptotically, a chi-squared distribution with _Zl pi—r—y
I=

degrees of freedom and non-centrality parameter,
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5 1 2l v 0
(6.12) 4=x 1 —7) & ](Ok, Oy =X 4r.
Then the A.R.E. of the Wy test defined in (3.8) with respect to the Ly, test
defined in (6.8) is given by

iA‘JV"
(6.13) e(Wy, Lim) = 20—,
ZA(.”
j=1
if we let
(6.14) "Wy, Lim) = A‘“’ j=ler,
L

then from Sen (19675) it can be shown that when using normal scores with
normally distributed data, ¢" is close to unity. Then we can argue that our
e(Whn, Lim) should be close to unity for the same reasons. Hence, rank
order tests are as efficient as parametric tests when using normal scores.
For the non-normal data case, the parametric test is not applicable and is
less powerful than the nonparametric one for obvious reasons.

7. Example

In the following example we apply the nonparametric test statistic
(using normal scores) that is given in (3.10). The results of this procedure
are compared with the results from the parametric one that is given in
Section 6.

Blood samples from 199 patients (101 females and 98 males) were
taken at two different visits, with approximately a one month period
between the visits. The patients were not told their cholesterol and tri-
glycerides values until after both measurements had been made. Thus,
unless the patients changed their diet or other behavior, one would expect
the two cholesterol measurements to be interchangeable. The following are
the blood fat levels that were measured at visits one and two for each
patient:

Observation SEX x4 x x5 X2
1 2 182 180 53 57

2 1 173 173 115 136

3 2 220 24 186 216

199 2 215 236 100 118

1) X,-‘.” = CHOLI = Cholesterol level at visit 1,
2) X' = CHOL2 = Cholesterol level at visit 2,
3) X8 =TGI = Triglycerides level at visit 1,
4) X = TG2 = Triglycerides level at visit 2.
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To be consistent with the previous notation we denote
Xi= (x4, xP, x5, x5 .

Then our purpose is to study the interchangeability within the Cholesterol
set (X{", X{”) and within the Triglycerides set (X3", X3*) simultaneously.
Using (2.2), (2.3), (3.3), (3.4), (3.5) and the normal scores, we show the data
summary of these equations in Table 1. Note that for SEX =2 in the
cholesterol set, (TH)1 — TH1)? > o4, and from the definition of Ti% that
TI(V{,)I = — T/(vj,,)z forj=1,2.

Table 2 shows the parametric test, using (6.7), (6.9), (6.10) and (6.11).

Table 3 contains test statistics, degrees of freedom and p-values of
both the parametric and the nonparametric procedures. As we notice, the

Table 1. Data summary of the nonparametric statistics by SEX.
CHOL TG
SEX = -
T, TH» EW ok %) T ER ax,
1 —.0305 .0305 .0000 .1487 —.0099 .0099 .0000 2310
2 —.0922 .0922 .0000 1731 —.0387 .0387 .0000 .2400
1&2 —.0612 0612 .0000 .1666 —.0208 .0208 .0000 .2261

n=199, N\=N,=39%,r=2,pr=p2=2.

Table 2. Data summary of the parametric statistics by SEX.
CHOL TG

SEX — — — . - p—y
x4 x¢ Xy Bi/n xg x5 x5 B/n
1 199.49 201.89  200.69  129.16 134.63 127.29  130.96  3014.4
2 198.10 204.11  201.10  133.52 95.30 99.62 97.46  486.86
1&2 198.78 203.01  200.90  264.31 114.64 113.25 11394 35184

Table 3. Parametric and nonparametric test statistics and their p-values for each (and combined)

set(s) of fat levels for the whole sample and for each SEX.

CHOL TG CHOL, TG
SEX
1 2 1&2 1 2 1&2 I 1&2
Nonpar W 1.227 9.920 9.012 0.083 1.251 0.758 1310 11.17 9.770
d.f. 1 1 1 1 1 ! 2 2
p-val 0268 0.002 0.003 0.773 0263 0.384 0.519 0.004 0.007
Param log L' 1.084 6680 6.678 0393 1.015 0.060 1481 7.65 6.739
d.f. I 1 1 1 1 1 2 2
p-val 0298 0.010 0.010 0.531 0.314 0.810 0477 0.022 0.030

"log L is the parametric test — 1 log (Lim).
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results match with little variation in the p-values. Both procedures reject
the null hypothesis that the two cholesterol levels and the two triglycerides
levels are simultaneously interchangeable. Looking at the p-values within
each set in Table 3, we can notice that this significance is due to the
difference in the cholesterol levels for the females.
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