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Abstract. A procedure for selecting the ¢ largest of k& multivariate
normal populations on the basis of distance is reviewed. Computation of
integrals of products of non-central Beta distribution and density func-
tions, required for implementing the procedure, is described. A table of
minimum sample sizes needed to guarantee a specified probability of
correct selection is given (Table 1).
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1. Introduction

A new statistical methodology began in the mid-1950’s with the early
definitive formulations by Robert Bechhofer, Shanti Gupta and Milton
Sobel for problems requiring selection and ordering (or ranking) of popula-
tions.

An experimenter is often required to compare k (= 2) populations.
For example, these populations may represent different drugs for treatment
of a certain disease, or different fertilizers for increasing the yield of a
certain crop. A parameter # characterizes each population, e.g., 0 may be
the success rate in treatment with a drug or the crop yield associated with a
fertilizer. While a classical approach has been to test the “homogeneity”
hypothesis that 6; = --- = 6, where 0,,...,0; are the unknown values of the
parameter 6 for the k populations, this is often inadequate if the real goal
of the experimenter is to identify the best population (i.e., the best drug or
the best fertilizer).

The extensive development of methods and applications in selection
and ranking procedures has generally followed either the “indifference-
zone” approach of Bechhofer (1954) or the “subset-selection” approach due
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to Gupta (1956). In its simplest form, the indifference-zone procedure is to
take a single sample of fixed size n from each of the k populations and to
select the population yielding the largest value of an appropriately chosen
statistic # as the best population, i.., as the population with the largest
(true but unknown) parameter 6. The minimum value of n is determined so
that the probability of selecting the best population—the probability of
correct selection—is guaranteed to be at least a specified value P* (1/k <
P* < 1) whenever the difference between the largest and second largest
parameters is at least a specified value 6%, or Oy — Ox—11= 0*. If the two
largest (but unknown) population parameters differ by less than 6*, we are
“indifferent” to which population is selected as largest. In contrast, for
fixed sample size n and P*, a simple subset-selection procedure selects a
subset of the k populations so that the best population is included in the
subset (whose size may be determined by the data) with probability > P*,
whatever the configuration of the unknown parameters.

The literature on selection and ranking methods now includes many
variations and generalizations of these approaches. Recent overviews are
provided by Bechhofer (1985) and Gupta and Panchapakesan (1985). Other
useful references with broad coverage are the books by Gibbons et al.
(1977) and Gupta and Panchapakesan (1979), and the categorized biblio-
graphy by Dudewicz and Koo (1982).

2. Selection from multivariate normal populations

Alam and Rizvi (1966) considered two problems of selection from &
multivariate normal populations. In Problem 1 it is required to select the ¢
best of the k populations, 1 < ¢ < k. (In Problem II it is required to select a
subset of the k& populations which contains the ¢ best populations. We
restrict our attention to Problem 1 and its more difficult computational
aspects for preparing tables required for its solution and application.) The
probability of a correct selection is required to be at least a pre-assigned
quantity P*, 1/(1;) < P*< 1.

Let n; represent a p-variate normal population with (p x 1) mean
column vector u; and (p X p) positive definite covariance matrix 2, i =
I,...,k. We rank the k populations according to the values of the
Mahalanobis (1930) distance function 8; = u; % 'w. Then 7; is called larger
than 7; if 6; > 6;. A sample of size n (n x p) is taken from each population,
yielding sample mean vectors X; and covariance matrices S;. Sample
distance functions are U; = X%, '% and V: = (%S '%)(n — p)/(np), and we
use 0; = U or 8; = V; according to whether the covariances are supposed to
be known or unknown. Note that nU; is distributed as non-central y* with
p degrees of freedom and non-centrality parameter mti X i, and nV; has
the non-central F distribution with p and (n — p) degrees of freedom and
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the same non-centrality parameter.

Denoting the i-th largest sample parameter by i), we select as largest
the ¢ populations corresponding to the ¢ largest sample values f,...,
B -+ 1. We further preassign values d, >0 and J, > | and then determine
n to guarantee that the probability of a correct selection is at least P*
whenever

Ok-1+1—0k-q=01 and

B—:+11/O-9= 62,

that is, whenever the ¢ largest populations are sufficiently larger than the
next largest population.

3. The solution

The ranking of k multivariate normal populations, as presented here
in the formulation of Alam and Rizvi (1966), is shown by them to reduce
to ranking (with respect to the non-centrality parameters) the non-central
x* or non-central F populations. In order to apply the procedure, one must
fix P*, 6, and &, and solve (3.1) for n:

3.1) PﬂwﬁH“mMm—HmbW%mme

where H and h are non-central distribution and density functions with non-
centrality parameters

n(51
=Gy h=dh.

For the case where covariance matrices are known, H is the non-
central y* distribution function with p degrees of freedom. The non-central
x* distribution was computed using the modified Bessel function repre-
sentation and recurrence relations given by Seber (1963), and the density
function was computed using recurrence relations and definitions given by
Alam and Rizvi (1966). Numerical methods similar to, but somewhat
simpler than, those described below were used to solve (3.1) for nd; for
t=1; P*=0.90, 0.95, 0.99; k=2(1)10; p=1, 5, 9, 29; &, = 1.01, 1.05(0.05)
1.25(0.25)2.00(0.5)3.00 and reported as Table S.1 in Gibbons et al. (1977).
Solutions for = 2 were computed but not reported.

For the more realistic case of unknown covariance matrices, H is
p/(n— p) times a non-central F distribution, i.e., the distribution function
of the ratio of a non-central y* variable with p degrees of freedom and
non-centrality parameter A and an independent central y* variable with
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n — p degrees of freedom. Specifically, Alam and Rizvi (1966) write (3.1) as

(3.2) * =1 f7 GEA A = Grglx, A)} g gx, An)dx
whereg=n-p, his

e’ o XPPIN(pl2 4 g2+ X
I(g/2) =0 (1+x) P r(pj2+9) " 271

8p.o(X,A) = x>0,

and

Gpax,2) =] goaly, )y .
Solution of (3.2) for n involves the following features.

First, transformation of variables from non-central F to non-central
Beta yields

(3.3) P*=tf:)B""(y; £-,—q—,/11)

2
.. P 4 ”(.ﬁ_‘l_ )
'[1 B(y’ ’2’1"‘)} b\viy 7y A fdy,

where the region of integration is now finite. The non-central Beta density
function is

Y LSRN

/1/2)' yc+r 1 _y)d—l
% 21t Bletrd) U0

b(y;c,d, )=

with B(c+r,d)=I(c + nNI'(d)/T'(c + r + d), and the non-central Beta dis-
tribution function is

‘”(A/ 2y’

B(x;c, d, ) = 5'5 I(xc+),d),

with

N - wy dw
B(c +j,d) ’

I(x;c+j,d)=f; w

the complete Beta function.
Second, evaluation of B(x;c, d, A) is done using the representation by
recurrence relations among generalized Laguerre polynomials given by
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Seber (1963). Following a suggestion by Donald E. Amos (personal
communication), evaluation of b(x;c, d, 1) is done by differentiating the
recurrence relation representation for B(x; ¢, d, 4).

Third, numerical integration is done using a subroutine from the
University of Wisconsin Computer Center for adaptive Romberg integration
of single integrals, with requested accuracy of 5-107°.

Fourth, efficiency in computing and avoidance of underflow and

overflow is achieved by rewriting the integral in (3.3) as ¢ f :) =1 f z +1 f f+
t f :] , applying inequalities to the outer integrals, choosing (L, U) so that the

value of each outer integral is less than 5-107°/¢, and then ignoring the
outer integrals.

Fifth, fixing i, J2, k, ¢ and p, the right-hand side of (3.3) is computed
for an array of judiciously spaced values of n which yield P*-values from
below 0.90 to just above 0.99.

Finally, values of n corresponding to P*=10.90, 0.95, 0.99 are
computed using IMSL subroutine IQHSCU for quasi-Hermite piecewise
cubic polynomial interpolation, as described by Akima (1970).

4. The table

Table 1 gives the minimum sample size n needed in each of &
populations to satisfy the specified d1, §, and P* requirements in selecting
the ¢+ (< k) p-variate normal populations with the largest Mahalanobis

Table 1. Minimum sample size n needed in each of k populations to satisfy the (i, d», P*)
requirement in selecting the ¢ ( < k) p-variate normal populations with the largest Mahalanobis distance
when covariance matrices are unknown.

P*=190 P*=095 P*=99
&=15 20 30 15 20 30 15 20 30

tkp51

12 2 1 747 350 200 1219 565 31.7 2419 1112 615
2 586 255 138 952 408 21.6 1884 79.7 412
3 533 224 119 864 356 182 170.6 69.3 345
4 50.6 209 109 820 33.1 166 161.7 64.1 31.2
10 459 182 92 740 285 13.7 1457 547 253
I 2 6 1 79.1 398 253 1262 61.3 37.1 246.2 116.0 66.9
2 627 299 184 994 451 262 1926 84.1 459
3 574 266 162 90.5 398 226 1747 734 389
4 547 250 152 860 372 209 1658 682 355
10 499 222 133 781 325 17.8 149.7 587 293
1 2 10 834 444 302 1306 66.0 42.1 250.6 120.8 72.2

669 34.1 228 1035 494 306 196.7 883 504
61.4 308 204 945 440 269 1788 77.6 43.2
58.7 29.1 193  90.1 413 251 169.8 723 39.7
539 263 174 821 36.6 219 1537 62.7 334

(== Y
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Table 1. (continued).

P* =90 P*=95 P*=99

6=15 20 3.0 L5 20 30 L5 20 3.0

113.3 528 29.7 1658 76.7 42.7 2928 1345 74.2
88.7 383 204 129.5 553 29.0 2281 964 497
80.6 335 173 1174 482 244 2066 837 416
76,5 311 158 1114 447 222 1957 774 376
69.2 269 13.1 100.5 383 181 1763 660 303

117.7 576 351 1702 815 482 2972 1393 797
929 426 250 133.6 59.6 33.6 23221007 543
846 377 217 121.5 524 288 210.6 879 46.0
80.5 353 20.1 1154 488 264 1997 81.5 418
732 309 172 1045 424 222 1803 70.0 344

1220 622 40.1 1745 862 53.3 3015 144.1 85.0
97.0 469 294 137.7 639 38.0 2364 1050 589
88.7 419 259 1255 56.5 33.1 2147 921 503
846 394 242 1195 529 30.6 2038 856 46.0
77.2 350 213 1085 464 263 1843 740 384

137.1 63.7 358 1923 888 494 # 1483 817
107.3 462 244 1502 64.0 334 2515 1063 54.8
974 404 207 1361 558 282 2277 923 458
925 37.5 189 1291 517 255 2158 853 413
83.6 323 15.6 1165 443 208 1944 727 333

1419 68.5 41.1 196.6 93.7 54.8 #153.1 872
111.5 505 29.0 1543 684 38.0 2557 110.6 59.4
101.5 44.6 251 140.2 60.0 325 231.8 965 502
96.5 41.6 231 133.2 558 29.8 219.8 894 456
87.6 363 19.7 1205 484 249 1984 767 373

1458 732 462 2010 98.4 60.0 #1579 926
1156 548 335 1584 72.6 425 2598 1149 639
105.6 487 293 1443 64.1 36.8 2359 100.6 54.5
100.6 457 27.3 1372 599 340 2239 935 498
91.6 404 237 1245 525 29.0 2024 807 414

1543 71.7 40.1 211.2 976 54.2 # 158.1 87.1
120.8 S51.9 274 1650 703 36.7 268.3 113.3 58.3
109.6 454 232 149.6 61.3 30.8 2429 984 488
104.1 421 21.1 141.8 56.7 28.0 230.2 909 440
940 362 174 128.0 486 22.7 2073 775 354

158.7 76.5 455 215.6 1024 59.6 # 1629 92.6
1249 562 320 169.1 746 413 2724 1176 63.0
1137 49.6 275 1536 654 352 2469 1026 53.2
108.1 462 253 1459 60.8 322 2342 950 483
98.0 403 21.5 1320 526 268 2113 8L5 395

163.0 81.2 50.7 220.0 107.1 649 # 167.7 98.0
129.1 60.5 364 173.2 78.9 458 2765 121.9 67.5
117.8  53.7 31.8 1577 696 395 251.0 1067 575
[12.1 503 295 1499 649 364 2383 99.1 525
102.0 443 255 1360 566 309 2154 855 435

— — — — —_ — —
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Table 1.

(continued).

P* =90

P#

=95

P*=99

523 1.5

2.0

3.0

1.5

2.0

3.0

LS

2.0

3.0

— —
S R W= OB WK = O WN—~

—

10

—_ —
S A W= O WD~ O hWN—

—_—

10

W R ==

&

110.9
86.5
78.4
74.4
67.2

115.3
90.7
82.5
78.4
71.2

119.6
94.8
86.6
82.5
75.2

155.7
121.5
110.1
104.4

94.2

160.1
125.6
114.2
108.5

98.2

164.5
129.7
118.2
112.5
102.2

182.7
142.6
129.2
122.5
110.5

187.1
146.7
133.3
126.6
114.5

191.4
150.8
137.3
130.6
118.5

51.3
36.9
322
29.9
25.7

56.1
41.2
36.4
34.0
29.7

60.8
45.5
40.5
38.1
338

71.9
517
45.0
41.7
35.8

76.7
56.0
49.2
45.8
39.8

81.4
60.3
53.4
49.9
43.8

84.3
60.6
52.8
48.9
41.8

89.1
64.9
57.0
53.0
459

93.8
69.2
61.1
57.1
49.9

28.7
194
16.4
14.9
12.4

34.1
24.0
20.8
19.2
16.4

39.1
28.4
25.0
234
20.5

40.0
27.0
227
20.6
16.8

45.4
31.6
27.1
249
20.9

50.6
36.1
314
29.1
25.0

46.8
31.6
26.5
24.0
19.6

523
36.2
309
28.3
23.7

57.4
40.7
35.2
325
27.7

163.6
127.4
115.4
109.4

98.6

167.9
131.5
119.5
113.4
102.6

1723
135.7
123.5
117.5
106.6

2122
165.3
149.7
141.9
127.9

216.6
169.5
153.8
146.0
131.9

2209
173.6
157.9
150.0
1359

241.1
187.9
170.1
161.3
145.3

245.5
192.0
174.2
165.3
149.4

2498
196.2
178.3
169.4
1534

75.3
54.0
47.0
43.5
37.2

80.1
58.3
51.1
47.6
41.2

84.8
62.6
55.3
51.7
45.3

97.6
70.0
60.8
56.3
48.1

102.4
74.3
65.0
60.4
52.1

107.2
78.6
69.2
64.5
56.1

110.9
79.5
69.1
63.9
54.5

115.7
83.8
733
68.0
58.6

120.4
88.1
77.4
72.1
62.6

41.8
28.1
23.6
21.3
17.4

47.2
327
21.9
256
215

52.4
37.1
322
29.8
25.6

54.0
36.2
30.4
27.5
223

59.5
40.9
34.7
317
26.3

64.7
45.4
39.0
359
304

61.3
41.1
344
31.1
25.2

66.7
45.7
38.8
354
29.2

72.0
50.2
43.1
39.6
333

291.0
226.5
205.0
194.2
174.9

295.5
230.6
209.1
198.3
178.9

299.9
234.7
213.1
202.3
182.9

#
268.2
242.7
230.0
207.1

#
272.2
246.7
234.2
211.1

#
276.4
250.8
238.0
215.1

#
292.6
264.9
250.9
2259

#
296.8
268.9
255.0
2299

#
300.9
273.0
259.0
2339

133.4
95.4
82.7
76.4
65.1

138.2
99.7
86.9
80.5
69.1

143.0
104.0
91.1
84.6
73.1

157.9
1129
97.9
90.4
77.0

162.8
117.2
102.1
94.6
81.0

167.5
121.5
106.3
98.7
85.0

1723
123.2
106.9
98.7
84.0

177.4
127.5
111.0
102.8

88.0

181.9
131.8
115.2
106.9

92.0

734
49.0
40.9
36.9
29.7

79.0
537
45.3
41.2
338

84.3
58.2
49.6
454
37.8

86.8
57.9
48.4
43.6
35.0

92.4
62.6
52.7
47.8
39.0

97.7
67.1
57.0
52.0
43.1

94.7
63.2
52.7
47.5
38.1

100.2
67.8
57.1
51.8
422

105.6
72.4
61.4
56.0
46.2

#:

n > 300.
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distance when covariance matrices are unknown and estimated from the
samples. The range of parameters is P* = 0.90, 0.95,0.99; t=1,2; k=1¢+
(N5 p=2, 6, 10; d1=1, 2, 3, 4, 10 and & =1.5, 2.0, 3.0. Linear
interpolation to get values for p =4, 8 will be exact when the result is
rounded up to the next highest integer, except for two values which will be
one unit too large. The smoothness of the tabled values further suggests
that interpolation for odd p and for other values of J; will be good also.

This table expands considerably on the early version which appears as
Table S.3 in Gibbons ez al. (1977) in terms of coverage of parameters and
flexibility of use. This was made possible by improved computing and
analytic techniques, and by increased computer resources for a computation-
intensive problem. Numerical examples which use these tabled values (for
t = 1) are also given by Gibbons et al. (1977).
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