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Abstract. Some well-known recurrence relations for order statistics in the 
i.i.d, case are generalized to the case when the variables are independent and 
non-identically distributed. These results could be employed in order to 
reduce the amount of direct computations involved in evaluating the 
moments of order statistics from an outlier model. 
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1. Introduction 

Let X~:,<_X2:,<_...<_X,:, denote the order statistics obtained from the 
realizations of n independent random variables X~,  X z , . . . ,  X , .  Let us denote 
E ( x k , )  by #~k) (1 <_r<_n, k>_ 1) and E(Xr : ,Xs : , )  by/&~:, (1 <_r<s<n) .  Then, when 
the X?s are identically distributed, it is known that 

(i.i) (k) . (k) ( k )  
rltr+l:. + (n  1 < < k >  I , - r)llr:. = nltr:.-.  , _ r _ n , _ 

and 

(1.2) (r - 1)/~,::, + (s - r)ll~-l,s:, + (n  - s + 1)/1,-1,s-l:, 
= ntXr--1,s-l:n-i , 1 <_ r < s <-- n , 

(David (1981), pp. 46-49). Relation (1.1) has been derived by Cole (1951) in 
the continuous case and by Melnick (1964) in the discrete case. Arnold (1977) 
has given a proof  which covers also mixtures of continuous and discrete 
distributions. Relation (1.2) has been proved by Govindarajulu (1963) and 
Balakrishnan (1986) for the continuous and discrete cases, respectively; see 
also Balakrishnan and Malik (1986) for some comments  on these two 
relations. While all these results have been obtained under the assumption of 
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Xi's being i.i.d., David and Joshi (1968) have demonstrated that Relations 
(1.1) and (1.2) remain valid even when the order statistics arise from n 
exchangeable random variables. 

In this note, we generalize the above relations to the case when the order 
statistics are obtained from n independent and non-identically distributed 
random variables. These relations may be employed in a very simple recursive 
way in order to reduce the amount of direct computations (which, quite often, 
are laborious and cumbersome) involved in evaluating the moments of order 
statistics from an outlier model. 

2. Relations 

By assuming that X1, X2, . . . ,  X ,  are independent variates with X~ (i= 1, 
2,..., n) having pdf f (x )  and cdf F d x ) ,  Vaughan and Venables (1972) have 
shown that the density function of Xr:, (1 <_r<_n) can be written down as 

(2.1) hr:.(x) 

( r -  1)!(n - r)! 

+ F l ( x )  

Fl(x) 

A(x)  
l - F , ( x )  

1 - Fl(X) 

r2(x) ... F.(x) 

F2(x) ... F,,(x) 

f z ( x )  ... f~ (x )  

1 - F2(x) ... 1 - F , ( x )  

1 - F2(x)  ... 1 - F , ( x )  

+ } r - 1  
rows 

n - - r  

rOWS 

where +IA I + denotes the permanent of a square matrix A; the permanent is 
defined just like the determinant, except that all signs in the expansion are 
positive. 

Let us now use h!i',;'-"m i'1 (x), 1 < _ r < n - m ,  to denote the density function of 
the r-th order statistic in a sample of size n - m  obtained by dropping Xi,, 
Xi2,..., Xi. from the original set of n variables. We then have the following 
relation. 

RELATION 1. 

(2.2) 

For l<r<n-1, 

rhr+l:,(x) + (n - r)hr:,(x) = ] f f ~ h ~ ] n - l ( X )  . 
i=1 

PROOF. First, consider the permanent expression of rh,+l:,(x) from 
equation (2.1). Upon expanding this permanent by its first row, we get 

(2.3) rh~+~:,(x) = ~ F i ( x ) h ~ l , - ~ ( x ) .  

Next, consider the expression of ( n - r ) h r : , ( x )  from equation (2.1). Upon 
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expanding this permanent by its last row, we get 

(2.4) (n - r)M:,(x)  = ~(1 - Fi( x )  )h~]-l ( X) . 

Relation (2.2) follows immediately upon adding equations (2.3) and (2.4). 
Let us now denote 

l_[ il,...,i~] z ., 
S l :n -m(X)  = Z rll:mm t X )  

l<_fi<i2<...<i~<_n 

and 
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/,.l[i ...... i~] ( .  -~ 
S~-m:n-rn(X) = Z ,,n-m:n-rnI, A )  , 

I_<i~<h<...<i,<_n 

and 

. [ i  ...... i . d , ,  ( n ) h j : j ( x )  
S,j(x)  = ~_<,,<z.<,.,_< m:j ~x) = J 

&:j(x) = Y.. n l~ ix )  = h,:j(x) . 
I_<h<...<i,_j<_n j 

As a result, Relations 2 and 3 yield (in terms of moments) 

. ( , - l ) ( o t  d?~. = X ( - 1 ) ' - '  I < < l J:~ r 1 j l 1 , _ r _ n -  , 

and 

R e m a r k  1. 
easy to see that 

with &:.(x)=-hj:.(x) and S.:.(x)=-h.:.(x).  Then by repeated application of 
Relation 1, we directly obtain the following relations. 

RELATION 2. For l<_r<_n-1, 

(2.5) hr:.(x) = X ( - I )  '-r S . ( x ) .  
j=r 1 

R E L A T I O N  3. For 2<r<_n, 

(2.6) hr:.(x) = j__._£ (-1) F"+'-1 S , : j (x ) .  
n - - r  

For the case when the X;'s are identically distributed, it is 
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j=n-r+l n - r J p~k:), 2 <_ r <_ n . 

These two recurrence relations are quite well known and are due to Sr ikantan 
(1962). 

Vaughan  and Venables (1972) have also shown that  the joint  density 
function of X,:, and Xs:n ( l<_r<s<_n) can be written down as 

(2.7) h ..... (x ,y )=  
( r -  1 ) ! ( s -  r -  1)!(n - s)! 

× 

+ F1(x )  

Fl (x )  

f l (X)  

F 1 ( y )  - El(X) 

F ~ ( y ) -  F , ( x )  

f ~ ( Y )  
1 - F , ( y )  

l - F , ( y )  

F2(x) ... F . ( x )  

F z ( x )  ... F , ( x )  

f (x) ... f . ( x )  
F : ( y )  - F2(x )  ... F,(y) - F , ( x )  

Fz(y) - F2(x) ... F , ( y ) -  F , ( x )  

f 2 ( y )  . . .  f n ( y )  
1 - -  F z ( y )  . . .  1 - F . ( y )  

1 - F2(y) ... 1 - F . ( y )  

+ } r -  1 
r o w s  

s - r - i  

rows 

I ' / - -  S 

r o w s  

hr,~:n-ffx, y), 1 <r<s<_n  - 1, to denote  the joint  density funct ion of Now using ta 
the r-th and s-th order  statistics in a sample of size n -  1 obtained by d ropp ing  
X~ f rom the original set of n variables, we have the following recurrence 
relation. 

RELATION 4. For  2<_r<s<_n, 

(2.8) (r  - l ) h . . . : . ( x , y )  + (s - r )h~.<.: . (x ,y )  + (n  - s + l)h~-,.. J:.(x,y) 

= ~2ht]l-,,, ,:. l(x,y) . 
i =  1 

PROOF. Expanding  the permanent  in (2.7) by its first, r-th, and last row 
respectively, we obtain 

(2.9) 

(2.10) 

(2.11) 

(r - 1)hr , , : , (x ,y)  = ~F,(x)ht~l-l. ,  -,:.-, ( x , y )  , 

n 
(s  - r)hr-~, , : , (x ,y)  = ~ ( F i ( y )  - Fdx))hL~l-,..,.-,:, -, ( x , y ) ,  

( n  - S -t- l ) h r  ,,s-l:n(x,y) = ~(1 - F~(y))hE/J-,.. ,:.-,(x,y) . 
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Relation (2.8) follows upon adding equations (2.9), (2.10) and (2.11). 

Remark 2. For  the p-out l ier  model,  that  is, Ft=F2 . . . . .  F.-p--F and 
F.-p+~ . . . . .  Fn= G, Relations 1 and 4, respectively, yield 

rhr+l:.(x) + (n r)hr:~(x) (n [FI -- = -- p ) h  r:,-I ( x )  + ph[~]~-I ( x )  

and 

(r  - 1)hr , s : , (x ,y )  + (s - r )h r - , . , : , ( x , y )  + (n  - s + 1)h~l,, , : , (x ,y)  

1a] = (n - Plh[F]., ,:,-,(x,y) + phr-t.s-,:,,-l(x,y), 

where lel [al h,:n-t(x) and hr:,,-ffx) are the density funct ion of the r-th order  statistic in 
a sample of size n -  1 f rom thep-ou t l i e r  model  and the ( p -  1)-outlier model ,  
respectively. 
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