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YOSHIHIKO MAESONO

(Received Apr. 2, 1985; revised Feb. 26, 1986)

Summary

Distribution-free statistics are proposed for one-sample location test,
and are compared with the Wilcoxon signed rank test. It is shown
that one of the statistics is superior to the Wilcoxon test in terms of
approximate Bahadur efficiency. And we compare that statistic with
the Wilcoxon test from the viewpoint of asymptotic expansion of power
function under contiguous alternatives.

1. Introduction

Let X;, X;,- -+, Xy be independently and identically distributed ran-
dom variables with absolutely continuous distribution function F(x—¥),
where the associated density function satisfies f(x)=f(—x) for all »
and 6 is a location parameter. The problem is to test the null hypoth-
esis H,: 6=0 against alternative H,: §>0.

For this problem, many test statistics are proposed already; espe-
cially, the theory of the locally most powerful signed rank test has
introduced a class of linear signed rank test statistics which includes
the Wilcoxon signed rank test, the normal score test, the sign test and
ete. (cf. Hajek and Sidak [7], p. 74).

In this paper we shall propose a class of distribution-free test sta-
tistics which does not belong to linear signed rank statistics. The class
will be proposed from the viewpoint of consistent estimator of pr (X;+
X,>0, X,+X;,>0,---, X;+X,>0) for r=1,2,---, N.

Let T(x)=1, if £>0 and =0 otherwise. For testing H,: =0 against
H,: >0, we propose the following statistic S,

s,=(N

)—1
r 154,S0,5 -S4, SN

C,(.X‘l, Xi,’ A} ){i,)

where for r=2
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Culan -+, 2) =17 33 ([T F@et,)

and Ci(x)=%(x). When S, is large we reject H,.

Note that S, is the sign test statistic and S; is equivalent to the
Wileoxon signed rank test statistic. From another aspect, Kumazawa
[8] has proposed the class of test statistics such that

N N
v=N"3) h<N“ by @‘(X,+X,)> ,

where h(t) is a nondecreasing and right continuous function. If we
take h(t)=t""! for r=2, S, is asymptotically equivalent to T%.

Let R} be a rank of |X;| among {{Xi|,|X;|,---,|Xx|} and sign z=1
if £>0, =0 if x=0 and =—1 otherwise. Then under H, {R}, Rf,--,

4} and {sign X,, sign X, - -, sign X} are independent and their distri-

butions do not depend on F' (cf. Hajek and Sidak [7], p. 40). For 4,7
=1,2,.--, N, X,+X,>0 is equivalent to R} sign X;+ R; sign X,>0 and
therefore the distributions of {¥(X,+ X))}, 4,5=1,2,--:, N do not de-
pend on F.

Then we have the following theorem.

THEOREM 1. Under H,, the distribution of S, does mot depend on
F; that is S, is a distribution-free statistic.

In Section 2, we shall compare S, (r=2) with the Wilcoxon signed
rank test W= 3>} ¥(X;+X,) in terms of Pitman asymptotic relative

15isjsSN

efficiency (A.R.E.), and S; whose Pitman A.R.E. coincides with W will
be compared in terms of approximate Bahadur A.R.E. Further, in Sec-
tion 3 we shall compare S, with W by means of asymptotic expansion
of power function under contiguous alternatives.

2. Asymptotic relative efficiencies

We shall compare the new class with the Wilcoxon signed rank
test in terms of Pitman and approximate Bahadur asymptotic relative
efficiencies. For the purpose of the interchangeability of integral and
differential, we assume the following condition.

CoNDITION 1. Density function f(x) is bounded and continuous al-
most everywhere.

Let us define U-statistic U,

-1
v=() 3 Oy Xy X))
159)<ig<+++<i, SN
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From the definition of S,, it is easy to see that ¥ N(S,—U,) converges
to 0 in probability. Then Pitman A.R.E. of S, is equal to that of U,.

In the sequel we denote by Ey(-) and E,(-) respectively, the expec-
tations under H, and H,. Variances are similarly denoted by V(-) and
Vi(-). Then from the theory of U-statistics (cf. Serfling [12], Chap. 5),
we have

EAU)=EICXy X+, X)]=| (F(o+20) ' (w)dn
and
vo<U,)=—§-{Eo[c,(x, Xy X)CA Xy Xovtre s Xoyo)]

—(BlCo( Xy X, - -, X)}HO(NT)

_1[ 2 _ 2r=1y .
_F[zr—1 (2r—1)! ]+O(N )

Since C, is a bounded kernel, [U,—E/(U,)]/¥V,U,) has limiting normal
distribution with mean 0 and variance 1.

Furthermore, in the same way as Lemma 3.4 of Mehra and Sarangi
[10], under Condition 1 we have

;_0 S (F(5+260))1f (x)de=2(r—1) S (F(z+20)y - (@+20) f (@) .

From the above discussion we can establish that the Noether’s [11]
regularity conditions are satisfied and Pitman A.R.E. of S, (r=2) with
respect to the Wilcoxon signed rank test W is given by (cf. Serfling
[12], p. 318)

. -1 {| F@rreds]

AS )= fcner oF ) = R R = 2

This A.R.E. coincides the result obtained by Kumazawa [8] who has
obtained it by another method.

Since S, is equivalent to W, e,(S;|W)=1 for all distributions. Fur-
thermore, it is shown that e,(S;|W)=1. Then we cannot see the dif-
ference between S; and W in terms of Pitman A.R.E. Thus we shall
compare S; with the Wilcoxon test W by approximate Bahadur A.R.E.

In 1960, Bahadur [4] proposed two measures of the asymptotic per-
formance of tests: the one is approximate Bahadur A.R.E., based on
the limiting distributions of test statistics; and the other is exact
Bahadur A.R.E., based on the limiting forms of the probabilities of
large deviations of the statistics from their asymptotic means.
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Though the exact Bahadur A.R.E. is desirable, which has been
pointed out by several authors (cf. Abrahamson [1] and Bahadur [4], [5]),
we could not unfortunately obtain the limiting form of the probability
of large deviation of S;. But we shall obtain the approximate Bahadur
A.R.E. of S, relative to the Wilcoxon signed rank test W.

Since VN (S;—U,) converges to 0 in probability, [S;—E(S:)]/+/Vi(S;)
has limiting normal distribution with mean 0 and variance 1 under H,.
And it is known that [W—E(W)]/v V(W) has the same limiting nor-
mal distribution under H,.

In the sequel we denote by pr, the probability under H,. Then we
can easily establish that for any ¢>0

. Sa‘—Eo(S3) —_— =

tmor. (|- sy 1)) =0
and

im pr, (| W=EW) _ _

im o (| 0| >e) =0
where

#1(0)2'»\/_3—[})1', (X1+X2>0; )(1+X8>0)—%j|

and

0) =3 [pr, (G4 XG>0~
From the above discussion and Bahadur [4], pp. 276-278, we can
obtain the approximate Bahadur A.R.E. of S; relative to W;

() (o, (X K> 0, Xk Xy > 0)— 1/3]
sl W3 0)=( m(o)> L A X0 —12F

For this A.R.E., we get the following remarkable theorem.

THEOREM 2. For any F whose density f(x) satisfies Condition 1,
and any 60>0,

ex(S;| W5 0)>1 .
Proor. For 6>0, we have
pr, (Xi+X,>0, X1+X3>0)—%=S {F(x+20)}2f(x)dx_%>0
and

pr, (X1+X2>0)—.%__—_S F(x+20)f(w)dx—-§->0 i
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Let
m(ﬂ):S {F(x+2o)}2f(x)dx—s F(x+20)f(a:)dw+—(15- .
Then from Condition 1, we get

dfggﬂ_) :4S F(x+20)f (z+26)f (z)dz—2 S f(@+26)f(z)dw .

Because of symmetry of F, we find that
| Fa+20)s(w+20)f@Mo+ | F(—z—20)f(@+20) (m)d
=S f(z+260)f @)z .

Letting t=—x—26, we have

| F(—a—20)f(@+20)f@)a= FO)f(~1)f(~t—20)t

=S F(x)f()f (@+20)da .

Then

| £+ 20)7@)io={ (Fla+20)+ P @+ 20)f @iz
Since F(z+26)>F(x) for >0, we have

2 S F(z+20) f(:c+20)f(a:)dx>s F@+20)f (@) .

Hence dm(6)/d8>0 for 6>0. While m(0)=0. Therefore we get m(6)
>0 for 6>0. Thus we have the desired result.

Similarly we can show that ez(S;| W; 6) is monotone increasing with
respect to . And it is easy to see that

lim e(S,| W; a)=—19§ .

Theorem 2 means that S; is uniformly superior to W in terms of
approximate Bahadur A.R.E. On the other hand, the theory of locally
most powerful signed rank test insists that the Wilcoxon signed rank
test is locally best for logistic distribution which satisfies Condition
1. This contrast may come from the difference of two ecriterions.
Eplett [6] and Araki [3] proved the inadmissibility of linear rank and
signed rank tests in terms of exact Bahadur A.R.E. S; is an example
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of test statistic which dominates Wilcoxon test W in terms of approxi-
mate Bahadur A.R.E.
For logistic distribution, we have

. (2142 exp (60)—128 exp (46)+ 3 exp (46)—6 exp (24) \*
eS| W3 0)= ( 3(exp (26)—1)(exp (40)—46 exp (26)—1) ) )

Some of values of ez(S;|W; 6) are listed in Table 1.

Table 1. Values of ez(Ss|W; 6) for logistic distribution.

0 001 0.02 005 01 015 0.2 0.5
ex(Ss|W; 6) 1.004 1.008 1.020 1.040 1.061 1.081  1.204
0 1.0 1.5 2.0 4.0 5.0 -
e5(Ss|W; 0) 1.395 1.546 1.649 1.771 1.777 1.778

Furthermore for logistic distribution, we have carried out simula-
tions when N=8 and N=10 by generating 5,000 sets of logistic random
digits and by estimating powers of randomized tests S; and W of size
0.05. Table 2 lists the results. Table 2 shows that W is more power-
ful than S; in the neighborhood of origin §=0, and that S; is more
powerful in the case of large value of 4.

Table 2. Estimated powers of S; and W of size 0.05.

N=8
0 0.05 0.15 0.5 1.0 2.0
Power of S; 0.0569 0.0751 0.1855 0.4327 0.8718

Power of W 0.0573 0.0755 0.1860 0.4315 0.8676

N=10

0 0.05 0.15 0.5 1.0 2.0

Power of S; 0.0629 0.0867 0.2124 0.5206 0.9376

Power of W 0.0636 0.0867 0.2123 0.5194 0.9364

On the other hand, since the number of the possible values which
S, takes is larger than that of the Wilcoxon test W, the averaged mag-
nitude of the jumps of cumulative distribution function of S; is smaller
than that of W under H,. Then in small sample case, significance prob-
ability of S, is many times smaller than that of W. Therefore S; can
analyze significance probability more closely than W.

It is important and interesting to obtain the exact Bahadur A.R.E.
in the future.
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3. Asymptotic expansion of power function

In this section we consider the asymptotic expansions of power
functions of S; and W under contiguous alternatives =3/ N (3>0).
For one-sample problem, Albers, Bickel and van Zwet [2] have already
obtained the expansions of linear signed rank statistics. Though W
belongs to the linear signed rank statistics, S, does not. Then apply-
ing the Edgeworth expansion for U-statistics, which is due to Maesono
[9], we shall obtain the expansion of S;.

Let us define the following notations:

K, v, =5 @E+YTE+2)+TE+ T+ +E @+ +2)
~EF(X+ X)P(Xi+ X)

9,03 O)=Edk(X,, X,, X))| Xi=a)

042, ¥3 O)=E(X,, Xy X)| Xi=3, X=1)

£(0)=Egi(X;; 0)

(0= O EgHXi; 0)— 6B (X 0)0(Xe; 00 Xor o3 0)

R(w; 0)=0(x)—#(v) 1) (@ —1)

where @(x) and ¢(x) denote the distribution function and the density
of the standard normal distribution.
Then S;—Ey«(S;) is approximated by
N -1
(3> lSi<jz<}mSN

From the definition of k, we find

k(X X;, X)) -

g% o)=% {(F(x+0))’+2F(x+0)—2 S” F(t—0)f(t+ o)dt}
—[ Fe+2oyraa .
Since g,(x; 0) is monotone and continuous with respect to z,
lirllgI sup [E(exp {itg,(X;; O)DI<1 .

Then from Maesono [9], we have the asymptotic expansion of the dis-
tribution of [S;—E«(S:)]/¥V«(S;) with remainder term o(N~'%):

(1) DT, {5‘_—— "%TS)S) gx} =R(x; 6)+o(N-7) .
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Especially putting §=0, we obtain the approximation of significance
point w, which satisfies

Sy —E(Sy) - -1
Pre I—V”/T:)_”Z‘w"} =a+o(N-),

where pr, denotes the probability under H, and 0<a<1l. Let u, be
the upper a-point of the standard normal distribution. Then from (1),
we have

1= 0011) =1 0(w.)+ $(10) 3L (wi—1)+o(N ) .

This implies that

k3(0 2 -1/2
(2) wo=t,+ 250 @i 1)+ov )

Let us assume the following condition.

CoNDITION 2. Density function f(x) has differentials f'(x) and f"'(x)
which satisfy

S{ fl@)ds<oo  and S{f"(x)}zdx<oo.
Then we have the following theorem.

THEOREM 3. Under Conditions 1 and 2, and for 6=3/vN (3>0),
we have

Sy —Eq(Sy) =1— — P(u.—a)
(3) PT, {mgwa} =1-0(u,—a)+ N

X{P(f)3"+ Py fw.d}+o(N""?) ,

where
a=2v339 S Fi(x)da ,
P(n)=2L2 (60| (F@)f@yda} (| riea)
+5 S f“(x)dx——24{g f”(x)dx}z>
and

P()=¢ {8 | P@idz—10 | (F@)f@yds] .

ProOF. See Appendix.
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On the other hand, under some regularity conditions, Albers et al.
[2] have obtained the asymptotic power of the Wilcoxon signed rank
test W that is

(4) 1—0(u,—a)+o(N-") .

Note that the coincidence of 1—@(u,—a) in (3) and (4) leads e, (S;| W)
=1.

Therefore we can compare S; with W by P,(f)d*+ Py(f)u.d: when
P(f)3*+ Py(f)u,® is positive, S; is superior to W; when that value is
negative, S; is inferior to W. The values of P,(f) and Py(f), and the
sign of Py(f)d*+ Py(f)u,d for normal, logistic, Cauchy and double-ex-
ponential distributions are listed in Table 8. It is not restrictive to
assume 0<a<1/2, i.e. u,>0. Though the sign of P,(f)d*+ Pyf)u.3 for
normal distribution depends on 3, S; is superior to W for Cauchy and
double-exponential distributions which have heavy tails.

Table 3. Values of Pi(f) and Pi(f), and Sign of Pi(f)d2+ Py(f)%.0.

Distribution Pi(f) Py(f) Py(f)02+ Po(f)u .0
" Normal 1.03x10®  —0.0138 (3 large), —(3small)
Logistic 0 0
Cauchy 8.08x 10~ 0.0331 +
Double-
exponential 7.22x10-8 0.025 +

Note: Though double-exponential distribution does not satisfy Con-
dition 2, but the asymptotic power takes the same form.

For logistic distribution we had better compare S; with W by ex-
panding the power with remainder term o(N-!). Unfortunately how-
ever, we could not prove here the condition of the validity of Edgeworth
expansion for U-statistics which has not been proved but described in
Maesono [9].
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Appendix
Proof of Theorem 3

As the same way of Albers et al. [2] we first establish the follow-

ing lemma.

LEMMA. Under the contiguous alternatives 6=3[¥N (3>0),

pr, {S’ Ey(Sy) Sx}

VV(S)
A RACH) .
_R{ 5 (x—u); 0} +o(N-'7%)
=0(x—u)—d(x—u) {—_——e?(?&—’;g)?(m (x—u)+ g;\(’?/)z ((x—u)— 1)}
Va(ss)_vo(ss) 2 ~1/2
+o([H Sy ) Jrow .

where

= EofSy)—Ey(Sy)
VV(Sy)
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PRrOOF. Letting a;=V(S;) and 0;=V,(S;), from (1) we get
pr, { Sy —Eq(Sy) éz} =pr, { Sy —Eq(Sy) <% <x + Eq(S;) —Eq(S;) >}

gy 0y 0y (]
=R{ﬂ(m—u); o} Fo(N-)
Gy
Further

R{f—"-(w—u); 0}

Os
=R(x—u; 0)+R’(x-—u;0)(%:— >(x—u)+0(<2—:— >2> ,

where

j—yR(y; 6)=()+ -5\ s) (4"~ 3) .

R'(y; 0)= EN

From equation (2.30) in Albers et al. [2], we have

ﬂ=1__1_ gi—al | 3 <a§—03>2_

g, 2 o 8 o

Then

R{ﬁ"-(x—u); 0}

Oy

= R(z—u; o)—% E?L;—ziR’(x-—u; 0)(x—u)+o({ "3;"3 }’) .

Since ai=(9/N)(0)+O(N?), we obtain

agi—a} _ §1(6)—&X0) »
@ £1(0) T -

And because of 6=3/¥ N, we get that k,(0)=ks(0)+0(1). Then we find
R(y; 6)=R(y; 0)+o(N~")

and

RW; 0)=¢(u)+ 230 g(0) ('~ 3u)+o(N ) .

This completes the proof of lemma.

Now we have

E(S)-Ed(S)=| (Fo+20)f@)da—3+O(N)
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and
—_ 9 n 1 s
Vo(Sa)——K,—G;(OHO(N )——3N +O(N7% .

Conditions 1 and 2 ensure that

for 1=1,2,8,

di . _( d
< [ (F@+20) f@io=| L

d ., a’ . 2
W&(ﬂ) dm( S{(F(w+20))+2F(x+20) 25 F(t—20)f(t)dt}
. f@)dz— {S (F(z +20))2f(x)dx} )
_1 . B 2
—38 a0 {(F(w+20)) +2F (2 +20)— 2S~ F(t 2o)f(t)dt}
f@)r— L (Fet20)s@ds) ,  for j=1,2,
and
L Fe-2050u=|"_ L Fe-20ft)it, for j=1,2.

The proofs of the interchangeability are established by the same way
as Lemma 3.4 in Mehra and Sarangi [10].

Then under Conditions 1 and 2, expanding with respect to 6, we
have

u=2v%0 | fio)o+ 2L30 2v35° [ £opa-+ov-)

Nl/2
and
H6)— £0) =81 (O)2-+o(N ),
where
() — . 961(0)
§7(0) 90 bo
Putting
b=2Y30{ payda,
we find

(v —u)=0(x—a)—bp(x—a)+o(N~'")
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and
$(&—u)=¢(@—0a)+(z—a)p(x—a)b+o(N") .
Hence
(A1) E "_X:gg (@—w); a} =0(a—a)—4(s—0)| 255’(((()))) (-0
Ka(o) o\ -1/2
+ N2 (w—a) 1)+b} Ho(NTH)..

From Conditions 1 and 2, and the equations (2) and (5) we have

9 (o —u): 0] = (. —a)+ 2W—@) ( £1O0) (.
R{Ta(w, w); 0} =0(w,—a)+ 2420 | o DX

+_"3((;°) (w,—a)—1)+2¢3 3 S Fia)da] +o(N"),

O(w,—a) =0, —a)+ le‘/z“) ks(0) (Ui —1)+o(N-17) ,

and ¢(w,—a)=¢(u,—a)+o(1). Further from Conditions 1 and 2, we have
=1 | F@ds—3 | F@ @y ia .
9 9
Through simple and direct computation we have
6v3 1
3 0 _—— 3 _—— .
k3(0) z and £1(0) 7

Combining the above discussions we have the desired result.



