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Summary

Systematic and simple characterizations are presented for several
familiar distributions in exponential family by means of the principle
of minimum cross-entropy (minimum discrimination information). The
suitable prior distributions and the appropriate constraints on expected
values are given for the underlying distributions.

1. Introduction

The well-known principle of maximum entropy has been used in
order to obtain the most of probability distributions on the real line
([31, 41, [8D).

The principle of minimum cross-entropy provides a general method
of inference about an unknown probability density, when there exist
a prior estimate of the density and new information in the form of
constraints on expected values. Introduced by S. Kullback and R. A.
Leibler ([5], [6]) under the name of “minimum discrimination informa-
tion ”, it has been applied successfully in a remarkable variety of fields,
inclusively in statistics. J. E. Shore and R. W. Johnson ([9], [10])
established four consistency axioms for the principle of minimum cross-
entropy, so that it is correct in a specified sense.

The approach here applies this principle to the characterization of
the exponential-type probability distributions. In Section 2, Kullback’s
estimation criterion is briefly resumed. Since the exponential-type
probability distributions are equivalent and they are absolutely contin-
uous with respect to the Lebesgue measure on the real line, a natural
question arises: which prior distribution and new information lead to
a specified exponential distribution, by the minimization of the varia-
tion of information? In Section 2, we consider that the prior esti-
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mate of the general probability density of exponential-type is one
of “the simplest” members of the exponential family: the standard
normal density in the case of a distribution on (—oo, c0) and the ex-
ponential density with the mean value equal to one in the case of a
distribution on [0, o). The general forms of the constraints on expect-
ed values are established. Section 3 contains the characterizations by
the principle of minimum cross-entropy of the normal, the negative
exponential, the gamma and the Student distributions.

2. The principle of minimum-cross entropy inside the family of
exponential-type probability distributions

Let us consider two probability spaces (£2, X, p) and (2, K, p,)
such that the probability measures p, and g, are equivalent, i.e., they
are absolutely continuous with respect to each other. Let us consider
the third probability measure A defined on X such that it is equivalent
both to x, and g, Let fi(w) (:=1,2) be the Radon-Nikodym deriva-
tives of g, with respect to A. The cross-entropy (the discrimination
information) is

1(1;2)= SD In %% Fuw)da(w) .

If we take A=y, I(1;2) is the variation of information when the
initial probability measure 2 is replaced by the probability measure g;.
In the following, we use Kullback’s estimation criterion in the
formulation given by S. Guiagu ([2]):
The estimation criterion
The probability density f*(w)=0, S F(w)dA(w)=1 which minimizes
Q

the cross-entropy

I1; 2)= S In %%f,(w)dz(w)

subject to the constraint
|, 9@ fi(w)a(w)=0

is given by

1
2(B)
where (D(ﬂ):Sa fi(w) exp [—Bg(w)]dA(w) and j is the unique solution of

fHw)= fow) exp [—Bg(w)] ,
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the equation dIn @(8)/dB=—0, g being a nondegenerate random variable.

Now let us consider the family of exponential-type probability dis-
tributions on the real line, given by the family of probability densities
with respect to the Lebesgue measure & = {f(x, 0)=exp [a(0)b(x)+c(6)
+d(x)], € X, 0 ¢}, where X is the support of the probability meas-
ure with the density f(x, 6) and 6 is the parameter space,

8= {0 ‘ S _ exp [a(0)b(z) +d(w)lds < oo} .

Since the exponential-type probability distributions are equivalent
and they are absolutely continuous with respect to the Lebesgue meas-
ure on the real line, we can consider the cross-entropy, or the varia-
tion of information inside the exponential family.

In order to obtain a characterization of a member of the family
&, we solve the problem of minimization of the variation of informa-
tion, when a suitable prior probability density fy(x) € & is replaced by
the underlying distribution of the family <.

The case X=[0, o0)
Let us consider that “the simplest” member of the family is the
exponential density with the mean value equal to one:

fi@w)=exp(—2x), x=0.

Using this distribution as the prior estimate, we get the general
probability density of exponential-type on [0, co0).

The random variable g(x, )=a(0)b(x)+c(6)+d(x)+= has the expect-
ed value with respect to the probability density f(x, 0) € F equal to

E, [g(z, 0)]=20EO=9OO) | 5, 14(z) 147,
a'(0)
since E, [b(x)]=—c'(0)/a’(0). (Here a'(6), ¢'(6) denote the derivatives of
a(d), c(0) with respect to 6).
We denote M(6)=E,[g(x, 6)] and let us suppose that M(f)<oo for
any 0 € 6.

1(1;2)= S” In— 5@ £ )de
o exp(—a)

?(8; 0)=E,[exp (—Bg(x, 6))]
= S: exp {—Bla(6)b(x)+c(0)+d(x)+x]—x}dx .

The equation 0 In @(8; §)/0f=—M(6) has the unique solution f=-1
and 0(3; 6)=1.
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Following Kullback’s criterion, the solution of the problem inf {I(1;

2)' S:f;(m)dle, S: g9(x, 6’)f‘(a:)dx=M(0)} is fi¥(x, 0)=exp [a(0)b(x)+c(6)+

d(z)].

Hence, the exponential-type probability distributions on [0, c0) can
be obtained by Kullback’s criterion, when we use as prior estimation
the negative exponential distribution with the mean value equal to one.

The case X=(— o0, o)

In this case “the simplest” member of the family & is the stand-
ard normal density

Sa(x)= 1/12_71- exp (—x*2) , % €(—o0, ).
Using this distribution as prior estimate, we get the general prob-
ability density of exponential-type on the real line.
The random variable h(x, 8)=a(8)b(x)+c(0)+d(x)+2*/2 has the ex-
pected value with respect to the probability density f(x, 8) ¢ F equal to

B thie, )= SO0 45, ) o)

We denote N(6)=E,[h(x, 6)] and let us suppose that N(§)< oo, 0 ¢ 6.

Loy (7 Ji(x)
1(1,2)_S_w In ety )

O(8; 0)=E, [exp (—ph(x, 0))]

== ... exp |—B[al0)b(@)+o(0) +d(@)+ | - Lo

The equation 8 1n @(8; §)/0f=—N(#) has the unique solution f=—1
and &(8; 6)=1/+2x.

Following Kullback’s criterion, the solution of the problem inf {I(l;
2|\ f@dr=1, |" ke 0f@)z=N©) is £ 0)=exp a@bE)+o6)

+d(z)].

Hence, the exponential-type probability distributions on the real
line can be obtained by Kullback’s criterion, when we use as prior esti-
mate the standard normal distribution.

3. Applications

In this section we establish the prior distributions which are “the
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closest” (in the sense of the minimization of the variation of informa-
tion) to several familiar distributions in exponential family. Thus we
obtain new characterizations of the normal, the negative exponential,
the gamma and the Student distributions.

1) The negative exponential distribution with the mean value A (A>0)

Let us consider the prior density fi(x)=exp(—x), £=0. The neg-
ative exponential distribution with the mean value 1 is the solution of
the problem

inf {1(1; 2)| S" fx)dz=1, S“ © fl(x)dxzz} .

In fact, @(B)=E;[exp(—px)]=1/(8+1) and the equation dIn @(B)/dp=—1
has the unique solution f=1/2—1. Then ®#(3)=21 and

fi¥(w, 2) lexp< %) z=0.

2) The gamma distribution with parameters a,b (a € N, a>1, b>0)

We consider again the prior density fix)=exp(—z), £=0. The
gamma distribution is the solution of the problem

inf {1(1 ; 2)‘ S: fumde=1, S“’ [(@—1) In z—(b—)z]f (x)de=M(a, b)}

where M(a, b)=(a—1)[:i‘,=i -}c——ln b—C] —Lb_l)— and C is Euler’s con-
stant. In fact,
@(8; a, b)=E; {exp [—A((@—1) In & — (b—1)x)]}
= S: exp [—B((a—1) In x—(b—1)x)—zx]ldx .
The equation 2 In #(8; a, b)/08=—M(a, b) has the unique solution f=—1.
Then &(83; a, b)=I"(a)/b* and

ba.

fl*(x; a, b)= F(a)

x*texp (—bx) , x=0.

We notice that the case a=1 reduces to the previous one.

8) The mormal distribution N(m, 1), (m € R)

Let us consider that the prior probability density fy(x) is the stand-
ard normal density. The normal distribution N(m, 1) is the solution of
the problem

inf {I(l; 2)' S:fl(x)dx=1, S:ﬂ xfl(x)dx=m} .
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In fact, &(B)=E;[exp (—px)]=exp (8*/2) and the equation dIn &(B)/ds=
—m has the unique solution j=—m. Then @(8)=exp (m¥2) and

Ji¥ (e, m)=—~/l§_77 exp [—(x—m)¥2] , zeR.

4) The normal distribution N(0, o%), (6*>0)
We consider again as prior estimate fy(x) the standard normal den-
sity. The normal distribution N(0, ¢°) is the solution of the problem

inf {1(1;2)”1 fi@dz=1, S: xff,(w)dxmz} .

O(B)=E; [exp (—p*)]=1/¥v1+28, p>—1/2.

The equation dIn @(8)/df=—c¢' has the unique solution B=1/24*—1/2
and #(f)=+¢*. Then

FH, )= ‘/%fexp(—xzﬂaz), veR.

5) The Student distribution t(n), (n=2)

Let us consider as prior probability density the standard normal
density. The Student distribution is the solution of the problem

inf {1(1; 2)‘ S: Fi@)dz=1, S: (ﬁ;.—%l_ In (1 +%2>>fl(w)dm=N(n)}

where

N(n):nF(%—l) /4r(—;i)—(n+1)(:z;§ (=" L (—=1)'In 2) .

k+1
In fact,
o51-1. a5 -5 12
7 e [—A( G (14 ) - 5 Jas

The equation 9 In &(8; #)/08=— N(n) has the unique solution = —1 and

s 1 I'(nf2Wnr
o(B; n)__Jz__”W .
Then

e, m)=

I'((n+1)/2) <1+£)'—(n+1)/2 , 7€ (=00, ).

Yz ['(n)2) n
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