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Summary

Suppose that H is a mixture of distributions for a given family <.
A necessary and sufficient condition is obtained under which H is, in
fact, a finite mixture. An estimator of the number of distributions
constituting the mixture is proposed assuming that the mixture is finite
and its asymptotic properties are investigated.

1. Introduction

Let F={Fy(x): 0 € R*} be a family of known one-dimensional cumu-
lative distribution functions (cdf’s) and G°(@) any cdf such that P,.(R%)
=1, where P,. is the probability measure induced by G° and R a com-
pact subset of the k-dimensional Euclidean space R*. Let Fy(x) be con-
tinuous in « for each @ and continuous in @ for each x. Let Hg.(x) be
the continuous cdf defined by

(L.1) Ho. (@)= SRk Fo()dG°(6) .

H,. will be called a mixture of & and, especially, a finite mixture when
the support of P,. is a finite subset of R%.

Suppose that H,. is known to be a finite mixture and let X=(X,
X, -+, X,) be a random sample from Hg.. Our problem is to construct
an estimator 7, of the number m, of cdf’s constituting H;. and to in-
vestigate its asymptotic property. The method employed here consists
of examining the number of cdf’s constituting the finite mixture which
is “closest” to the empirical distribution function of X. Still another
important problem discussed in this paper is a criterion as to whether
or not a given mixture is finite.

To the author’s knowledge ([2], [3] and others), no estimator of m,
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has been proposed so far. What is then the purpose of estimating m,?
For instance, the estimator 7, is useful in classification problems. More
precisely, we may regard it as the number of populations when we
wish to classify an observation into one of several populations.

In Section 2, we give some notation, an estimator 7, and a pre-
liminary lemma. In Section 3, we give a necessary and sufficient con-
dition for Hg. to be a finite mixture. In Section 4, we show that i,
=m, holds with probability one for all » sufficiently large. In Section
5, we give some examples.

2. Notations and a preliminary lemma

We define a subfamily of mixing edf’s by
gm——— IGM: Gm=(gls G2* s Ons olv 021‘ M) 0m)!

Zm 9,=1, 0=9,=1, 0,€ R}, j=1, 2,--',ml ,
j=1
(m=1,2...),

where G,=(91, 92 *» On; 01, 03, -+, 8,) is the discrete cdf with jump g,
at 8, (j=1,2,---, m).
Let G,,,,,, be any G, in G, which minimizes

Su(Gn) =\ {Ho (&)~ F@ViF,@)== 31 {3 0, Fo (Xo)- 2,

where F,(x) and X, are the empirical distribution function and the ¢th

order statistic of X respectively. The existence of Gm,,. is guaranteed
since S,(G,) is a continuous function of G, on a compact subset of
Rm(k+1).

For the case G°=G,, with finite but unknown m,, where 0<gj<1
(=1,2,---, m,), we propose an estimator 7, of m, defined as follows:

M, =the minimal integer m such that S,(G, .)<(n)/n

where i(n) 1 o0, A(n)/n—0 as n—oo and 3 {A¥(n)/n}e ™ < co.

The existence of m, for all n sufficiently large is guaranteed with
probability one by Lemma 4.3 which will be shown later.

The following lemma is a simple consequence of Polya’s theorem
(see .Rao [4], p. 120) and the Glivenko-Cantelli theorem. We omit the
proof.

LEMMA 2.1. Let {G, .}z, be any sequence of cdf’s in G, such that
Gm,nﬁG: as n— oo, Then
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[ (Ho,, (@)~ Ho)VaF (&) — | {Hoy (@)~ Ho @) dHo(z)

with probability one (with respect to Pf)).

For a sequence {G,.}={(Gin"" "+ Gnn; OLn -+ *,0..)}, the convergence
Gm,n_’G#&:(g?" ) g:‘u 0;':1 R} 0:) means gj,n'_"g}k and 0],,,—“’0_7* (j:]., 2,
cen, m) as n— oo,

3. A necessary and sufficient condition for H,. to be a finite mixture

In order to give a necessary and sufficient condition for Hg- to be
a finite mixture on the basis of X, we need the following identifiability
condition.

(A-38.1) For any finite mixture Hg, the relationship H,=H,. implies
that G=G*.

LEMMA 3.1. Under (A-3.1), suppose that Hg. is not a finite mixture.
Then

P& {lim inf S,(G,..)>0}=1
for any finite m.

PROOF. Assume that the conclusion does not hold. Then there
exists a Borel subset A of R* such that P§7.(4)>0 and, if (X;, X;,---)
€ A, then ||H;.—F,|| >0 as n—oo (by the Glivenko-Cantelli theorem)

and lim inf S,(G..)=0 for a finite m, where || || denotes the sup norm.

n—oo

Then there exists a subsequence {CA#,,,,,} of {ém,n} such that
(3.1 SiCn.)=\ (Hs,, (@)~ F@)VdF (5)—>0

as r—oo. Let {Gm,,} be any subsequence of {Gm,,} such that Gm,,—>G;',:
as s— oo, where G¥ is a member of &G,,. We have

(3.2) | (Hs,, (@)~ F@)VdF.(z)
= He, )~ Ho@)VdF (@)
+2 | {Ho,, (#)— Ho @} Ho(z) — F.(x)} dF (z)
+| 1@~ Fyar) .

The second and third terms on the right hand side of (3.2) converges
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to 0 as s—oo by ||Hz.—F,||—0. Hence, by Lemma 2.1, we have
| (Hs,, (@)~ FA@)VdF (@)~ | {Hoy ()~ Ho@)VdHo (a)

It follows from (3.1) and the assumption (A-3.1) that GX=G°, i.e., that
H,. is a finite mixture, contradicting to the assumption of the lemma.

COROLLARY 3.1. Under (A-3.1), a necessary and sufficient condition
for Hg. to be a finite mixture is that there exists a finite m such that

8,(Grn)—0 with probability one as n— oo (with respect to PS).
PROOF. Assume that G°=GS, with finite m,. Then, by the defi-
nition of CA;,,,,,,,, we have

0= s,.(ém.,n)gg {He, (%) — Fi@)VdF(x) < || Hyy — FL1

Accordingly, S,,((A},,LN,,)—+O with probability one as n— oo by the Glivenko-
Cantelli theorem.
If, conversely, H;. is not a finite mixture, then the probability that

Sn(@m,,.)—>0 as n—oo is 0 for any finite m by Lemma 3.1.

4. The asymptotic behavier of 7, as n—oo in the case of a finite
mixture

In order to prove that #,=m, holds with probability one for all
n sufficiently large in case G° =G, with finite m,, where 0<g; <1 (5=
1,2,..-,m,), we assume the following identifiability condition which is
weaker than (A-3.1).

(A-4.1) For any two finite mixture H, and H,., the relationship H,=
Hg. implies that G=G*.

To derive the asymptotic behavior of ##,, we need to investigate

some asymptotic properties of S,,(G,,,,,,) as n—oo. We can show the
following lemma in the same way to the proof of Lemma 3.1.

LEMMA 4.1. Under (A-4.1), suppose that m<m,. Then
P, {lim inf 8,(Gy ) >0}=1.
LEMMA 4.2. Sy(Gn.)=Su(Gmisn) for any n.

ProoFr.

Sn(ém,n)zmin Sn(gl) 9oy Omy 0; 01v 02) tt omr 0m+l)
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Zmin 8,01, ga:* **» Gn» Gnss; 0 O -+, Oy O
=8u(Gmr1,n) -

LEMMA 4.3. Suppose that m,<m. Then

PG {Su(Gr ) <2m)[n for all m sufficiently large}=1.
PROOF. Suppose that m,<m. Then, by the last lemma, we have
0=8,(Gn,n) S SGr..w) SN Hos ~Fll* -
Accordingly, we have the conclusion by Theorem 2 of Chung [1].

THEOREM 4.1. Under (A-4.1), we have

Pﬁ:ﬁn.{mn=mo Sor all n sufficiently large}=1 .

PrROOF. By Lemmas 4.1 and 4.2, we have

P},";); '{mngmo—l for an infinite number of »'s}
<P§), {SuGn.-1.,)<Am)[n for an infinite number of n’s}
=0.

By Lemmas 4.2 and 4.3, we have

PEY). {h.zm,+1 for an infinite number of n’s}
§P§,°;);” {S,,(é,,,,,,.)_Z_l’(n)/n for an infinite number of n’s}
=0.

5. Examples

The following propositions are derived by a modification of the proof
of Theorem 2 of Teicher [5].

PROPOSITION 5.1. Let N »2(x) be the normal distribution function
with mean 0 and variance o*. Suppose that

6.1) S Neo.(@)dGi(0, 02)=S Nos(@)dGo(0, o)

D D
and either side of (5.1) is a finite mizture, where P; (D)=Ps(D)=1 and
D=(6,, )X (0, o) with finite 0,. Then G,=G,.

PROPOSITION 5.2. Let F(,,,,,(x)zr(a)-lS(y—ﬁ)«—le-w-”dy. Suppose
that !

5.2) Feo p(@)dGy(a, ﬁ)=§ Feo p(@)dGoat, §)

D

ye——
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and either side of (5.2) is a finite mixture, where Py (D)=P;(D)=1 and
D:(O' OO)X(—-OO, OO). The’n G1:G2.

Now we shall give some examples.

Example 5.1. Let F={Ny.»(x): (0, ¢*) € R}}, where R is a compact
subset of (—oo, 00)X (0, o0). The condition (A-3.1) (accordingly (A-4.1))
is satisfied by Proposition 5.1. So, Corollary 3.1 can be applied. Let

A 2
m,=the minimal integer m such that S,,(G,,,,,,)<__-—(loi n) )

Then Theorem 4.1 can be applied, that is,
PE. {,=m, for all n sufficiently large}=1.

Example 5.2. Let F={F, ,(x); (a, f) € R}, where R} is a compact
subset of (0, o)X (—o0, o). The condition (A-3.1) (accordingly (A-4.1))
is satisfied by Proposition 5.2. So, Corollary 3.1 can be applied. Let
m, be that of the last example. Then Theorem 4.1 can be applied.

Example 5.3. Let F={F4 »(): (0, ) € R}, where Fi, ,(x)=0°[I"(a)]™*

z

S y*'¢~dy and R? is a compact subset of (0, )X (0, o). The condi-

[1]
tion (A-4.1) is satisfied by Proposition 2 of Teicher [5]. Let 7, be that
of the last example. Then Theorem 4.1 can be applied.
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