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Summary

A modified Wald statistic for testing simple hypothesis against fixed
as well as local alternatives is proposed. The asymptotic expansions
of the distributions of the proposed statistic as well as the Wald and
Rao statistics under both the null and alternative hypotheses are ob-
tained. The powers of these statistics are compared and it is shown
that for special structures of parameters some statistics have same
power in the sence of order 1/4/m. The results obtained are applied
for testing the hypothesis about the covariance matrix of the multi-
variate normal distribution and it is shown that none of the tests based
on the above statisties is uniformly superior.

1. Introduction

Let X=[%,, Z,,---, %,] be an mXn observation matrix, where 2,’s
are independently and identically distributed with a probability density
function f(z|6) depending on an unknown parameter §=(6;, 05"+, 0,)’,
p=1.

Denoting the log-likelihood function of X by L(Q):f‘_, log f(2.|9),
a=1

the following notations and assumptions will be adopted.

(i) The function L(9) is regular with respect to 6.

(ii) Any function evaluated at 6=§ will be distinguished by the addi-
tion of a circumflex -.

(iii) Any function evaluated at §=6, will be distinguished by the addi-
tion of a tilde -~.

(iv) Let
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1 oL 1 9L

YW=Tm o6, 0 YT w a6.00,

1 oL gL 0L
nvn 06,20,26, 5T 0t 26,00,00,00, '

Y=

for 1, 4,k,1=1,2,---,p and let

Y=Wo %),  Y=@y), Y.=0u), Y..=Wuu),
ki =B@wY), sy=E@,),

K=V E@YY) ., kp=vT E@YH), =V EWg)
ko= E@YYY)»  Kopu=nE@Yy)

Kiyu="1E@i,Yu) Kijr =" E WYisu1)
K=(x,)=E(yy)=—-E(Y)=—K.

K..=(kiz) » K. .=k, K-,-,-=(Ki,;,k)_

K..=(kyu) K. ..=(ki ) » K. .=(kisu), K....=(Kix)
K. . . . =(Kijx1)-

(v) For three and four suffix quantities, the following summation nota-
tions are adopted.
Let @, b and ¢ be px1 column vectors, and A, B and C be pXp

matrices,
K.ogoboc=3 kuabc,
K.oaoh=rkuab), K. oa=(2 ki)
K. 0o Aobd=3 Kkinlisbe
K. xAxB*xCx* K. =3 KijifpgTigh;oCrr
K..oAoB=3 ki utiby Or 3 ki udube, ete.
K..®A®B=3k;;u@ubj Or X Kijutuby, ete.
K..OD. .= ki uliu
K, .XAXD.. KK .=k 3800860

The problem considered is that of testing a simple hypothesis H;:
0=0, against H,: 8+6, where g, is a specified vector. For testing this
hypothesis the useful well known test statistics are the likelihood ratio
statistic 2 proposed by Neyman and Pearson [10], Wald’s statistic W
[15] and Rao’s statistic R [12]. The test statistics are expressed as
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follows :

i SE8)
e f&.8)

W=n(d—4)K(@—b) ,
R=gK"j

where 4 is the maximum likelihood estimator of 6.

The limiting distribution of —2log 2 under H, was obtained as chi-
squared distribution with p degrees of freedom by Wilks [16] and the
asymptotic expansion of the distribution of it was obtained up to order
1/n by Hayakawa [5], in which composite hypothesis case was studied.
The validity of the asymptotic expansion of the distribution of the
likelihood ratio criterion was shown in Chandra and Ghosh [1]. It is
of interest to note that for a simple hypothesis we always have a cor-
rection factor o which makes the term of order 1/n in the asymptotic
expansion of the distribution of —2plog A vanish.

Wald [15] considered the limiting distribution of —2log 2 under
Pitman’s local alternative converging to the null hypothesis at the rate
1/4/7m and proposed W as an estimator of a non-centrality parameter
of the non-central chi-squared distribution. Peers [11] and Hayakawa
[4] have considered in great detail asymptotic expansions of the distri-
butions of the test statistics under Pitman’s alternative. Peers [11]
studied the Wald statistic and the Rao statistic for the simple hypoth-
esis. The Wald’s statistic and Rao’s statistic for the composite hypoth-
esis were also studied by Hayakawa [4] and Harris and Peers [3], re-
spectively.

The Wald statistic W is not easy to handle in the practical situa-
tion, because of the complexity of the information matrix K(§) whose
elements are functions of MLE 4. Here we propose a modified Wald

statistic W
W=mn(d—08,YK(G—0,)

as a measure of the departure from the null hypothesis. We show in

the later section that W is more powerful than other statistics for
parameters of the specific structure and in the region of certain alter-
native parameters.

2. The expansions of the distribution functions of statistics

To have the moment generating function (MGF) of test statistic
we use the multivariate Edgeworth expansion for the joint density
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function of Y, Y, Y.. and Y... up to the order 1/n, which is expressed

as follows:

(1)  fi=fill+ A/ +B/n]+ol/n) ,

where

fo=(2r) "2 K |2 exp { —% y'K “y} 11 3(ys;—k4y)

- 11 a(ytjk_xijk/‘\/ﬁ) Il a(yijkz_"t/kl/n)

Az%{K.,.,.(o K-yf—3K.,.,. o Ko Ky} —K, .o KyoD.

1 1
B=ZK. . .0OD..—=D..(- K
5 K.n®D..=2D.. (- K7

+ 31K, ..o Ko D.—K...(« KyF o D.)

+2(—yKy) tr KD. K.« Ky o D..

1

~5 K. 842D, . 2K . +_D..(c (K...c K"y

o (Ko (o K7 —6K.,... o Ko K9f+3K...., (« K)

— + ((p+2)— 20+ Y K-y + WKy
—%K o Ko KK, ..o D.)
+1K,.(- Ky KK, D.)
+%K cK oKy K, . oKyoD.
— 3K, (K9 K. oKyoD.
+,_71§{—9K.,.,. cK'o KK, o K—6K. (+KY+K.. .
+18K... o Ko KK, . (o K-'y))

+9(K....o Ko K7yy+18K. . (x K}« K-yy' K« K.,

+(K....(c Ky))—9K. . (o Ky} o K(K.. (o K~y
—6K... oK™ o Ky - K. (- Ky))

D-- = (dbC) ’ dbc = a’(yoc_ Kbc)/a(ybc'— Kbc)
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D = (dabc) ’ dubc= a,(yabc_ Kabc/‘\/%)/a(yabc'— Kubc/‘\/—ﬁ)

6(2)(yab - Kab)/a(yab - Ka.b)
D...=uw.d) » Qap,ca= for a=¢, b=d or a=d, b=c

doydeq otherwise,

where 8 is the Dirac delta function, and 8’ and 8® are the first and
the second derivatives of 3, respectively.

The expression B of (6) in Hayakawa [5] should be read as the
form given above. The correction is due to Igbal [7].

Using an approach similar to that discussed in Hayakawa [5], the

modified Wald statistic W, the Wald statistic and the Rao statistic F
are expressed asymptotically as follows:

(2) W=y'Y'KY 'y+F,+Funtoll/n),
Foo=Y.. o YKY 'y(c Y 'y)*
Fro=Y...o Y'KY "y o Yy o Y[ Y..(c Yy
+.}y. Lo YY)y o YTKY [ Y..(c Y'9)]

— 3 Y. o YKY (- Yy)
(3) W=y'Y'KY 'y+ru,+rwtoll/n),

rlw=f-lw+:/17{K...(o Yoyf+K.,.(c Y'y)'}

5 1 3 o V-) o V! o V-19)2
rZw_r2w+W{EK...( Y-yl o Y[Y...(o Y-y)]
+K..(o Y7y o Y Y...(c Yy)]

5 Ko YT Yy Y-y}

(KA 2K A K K) (e Y)Y

(4) R=yKy.

In these expressions all K’s are the values at =6, so that we

have to use K’s by the notation (iii). However we use K’s because
there may not be any confusions.

Hereafter we use T, for —2log 2, T, for W, T, for W and T, for
R, respectively.

The use of Edgeworth expansion of the joint density function of
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(% Y,Y.,Y..) for the calculation of MGF’s of these statistics and the

inversion of MGF give the asymptotic expansions of the distributions
of these as following forms under H,.

(5)  P{T.S0)=P{f=e)+— 3 a0 P {BuuSa) +ollfn)

where

(6) aP=—a®,
@“’:%[31{.".(0 K-y +12K. (®K-)P+12K.. (® K'Y

+12K...(c K2 +3K...o K- o KYK... o K™)
+12K... o Kt o K*{(K... o K7

+12K.. o K™ o K(K... o K-Y)

+6K..(x Ky x K. +4K.. (x K"P xK...
+24K. (x K'Y «K..+12K. .(x K * K... ]

a®=a®=0.
(7) agv:%uzz{..,..(o K-y—12K. (®K)

+12K. . ..(c K'Y +3K....(c K}

—12K...c K(K.,..c K)o K'4+12K. ..(®K')’x K. ...
—12K...c K'oc KY(K...o K™
—38K...oK'oK(K.,..oK™

—2K.. (x K"« K, ..—3p(p—2)]

ag‘)z—;-[—GK..,..(o K-Y—6K.. (o K-)}—4K,. (K-

+2K.. (s K2 —2K. .. (s K-}

+10K...c Ko K™{(K...0c K™Y

44K, o Ko K*Y(K... o K™

+8K.,. (K P+ K. .+3K.,. . oK'o KK, . oK™
+2K.. (« K"K, . +2K. o Ko K(K...c K™
44K (x K'Y« K. +K..c Ko K{(K...c K™

+2K. (« K« K. +9K... o K-YK. ..o K)o K™

+2K.. o K(K..o K)o K +6K, .o Ko KK, .. o K™
42K, (x K« K. . +8K..(x K- K....+2p]

aS":%[ZK..,..(o K +4K. (®KP+2K, . (- K
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+4K.. (®K-)—2K..(c K*)+K.. . (s K™y
—8K...c KoK YK, oK™

—8K...c KoK YK. . oK™

—12K,. (*K)xK..—3K,.. c Ko K{(K...0 K™
—2K.. (K"K, —K. o Ko K'(K.. o K

—2K. (*K'}xK..—2K..c K™ o K*(K,.. o K™

—4K. (*K")xK,.—6K...co K(K...o K™Y o K-

—4K. . oK YK..o K" oK'—8K, . oK"'oKYK.. oK
—4K.. oK' o K'K.. oK) —8K, (+K')P+K.,.
—12K. (x K~P x K...—p(p+2)]

a’=—(a’+af"+a) .
(8) a&”=%[12K..,..(o K_12K., (+ K-y +12K, . (o K-)*

+3K... (e K7)2—12K. . KK, .o K)o K
—12K...c K™ o KYK... o K~

—3K,.. oK o KK, oK)

+12K..(x K+ K...—2K.. . (x K" * K. . .—3p(p—2)]

a,§”=-;—[—4K..,..(o Ky +4K. (®K)+8K. . (®K-)

+4K.. (o K1) 42K.,... (o K1)
—16K..c Ko KYK...o K-

+2K.. o Ko KK, o K)+4K. . o K™ o KK.. o K-
—16K... o KYK...o K)o K

—12K... o K70 KY(K... o K™

+3K... oK' oK YK, o K")—2K. (+K)P+K.
—2K. (* K"+ K..+4K, .(+ K"+ K.

+2K.. (x K-« K.,..+2p%]

aS":—;—[—U{.,.,..(o Ky—8K.. (®K-y—4K,. (s K-

—3K...(c K)—K. o K'o K K. o K-
+24K.. o K~ o KYK.,.. o K™

—16K..c K™ o KYK.. o K™

+8K.. o K (K. oK) oK™

+12K... o K~ o KYK... o K™

—3K...o Ko KK, . oK™

—2K., (* K'Y + K...— p(p-+2)]
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o= —(af’ +af” +a) .
(9) a§3)=2—14[3K.,.,.,.(o K-y—3K,.. o Ko KK, o K™
2K, (K- x K. .. —3p(p+2)]
ag”:_}g[-—zzf.,.,.(o K-Y43K.. o Ko K(K... 0 K™
12K, (+ K- * K. .+2p(p+2)]
aS“’:%[K.,.,.,.(o K)—3K... oK o KK, o K™
—2K...x K« K...—p(p+2)]

a&”=%[3K.,._. oKt o KK, o KY)4+2K. (xKy«K. . ].

The expression for T, was given in Hayakawa [56]. By the use of
the expressions above, 100a-percentile point % of T, can be expanded
in terms of the percentile point of a central chi-squared random variable.
It is worth to note that the second term of the expansion of y& is
O(1/n). - (See, Hill and Davis [6]).

The expression of the asymptotic expansions of distributions sug-
gests that there is no correction factor p in general which makes the
term of order 1/m in the expansion vanish.

3. Power comparison between the test criteria

Peers [11] compared the likelihood ratio criterion, Wald’s statistic
and Rao’s statistic for a simple hypothesis and showed that only the
likelihood ratio test is locally unbiased in the sense of order 1/4/7.
Hayakawa [4] showed that it is not unbiased for a composite hypothesis.
Harris and Peers [3] also compared these statistics for a composite hy-
pothesis and showed that there was no uniform superiority property.

We here cite four expressions of the asymptotic expansions of the
power functions of these statistics under Pitman’s alternative

Kn: Q=Q0+§/‘\/%

(10) P.=P (500287} +— i 3160 P (1.0 28} +0(1/YT) ,

where 2%(d%) is a non-central chi-squared random variable with p de-
grees of freedom and a non-centrality parameter 4’=¢’Ke/2, and coef-
ficients b{2’s are as follows.
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1) bg°’=%K...(o e), b§°’=%K.,..(o o), b5°>=%K.,.,.(o e)!

bP=—bP,  bP=—b

13) bg”:%K...(o gy
bW=LEK (o ef—L(K.—K,)oKoe
2 2
b= —%—(K...+2K.,..)(o §)3+_—;-(K...—K.,.,.) cK-oe
bg”:%(K...—K.,.,.)(o ey
(14) bg”:%-K...(o ey
o —_%_K o K-to §+%K.,..(o gy

bgs)-_—'%K.,.,. oK1log

bo=2K..( ) -

The z in (10) is an upper percentile point of 7T.,. However, 2 can
be replaced by the upper percentile point of the chi-squared random
variable with p degrees of freedom, because the second term of the
asymptotic expansion of z is the order 1/n.

The case T, was obtained by Peers [11] and Hayakawa [4], and the
cases of T, and T, were obtained by Peers [11]. Chandra and Ghosh
[2] showed the validity of the asymptotic expansions of the distribu-
tions of some of these statistics under the Pitman’s alternative. From
the expansions, we can see that the local powers of these test statistics
are identical for some special structures of parameters in the sense of
order 1/v/n.

(i) If k=0, T, and T; have identical local power properties.
(ii) If «,,=0, T, and T, have identical local power properties.
(i) If «,,,=0, Ty and T, have identical local power properties.
(iv) If ki ;=—kis2 T: and T, have identical local power properties.
(v) If k,=—rin Ty and T, have identical local power properties.
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(vi) If ki, ,=kis» Ty and T, have identical local power properties.

Finally, we consider the asymptotic expansions of the distributions
of the normalized statistics under the simple alternative Kg:8=8,+¢,
where ¢ is a fixed vector. The distribution of —2log 2 was dealt with
in Hayakawa [5]. The Wald statistic W is expanded under K: as

(W—ne'Ke)|yn =—2¢'KY'y—0K (o £)* e Y'y+ B+o,1/¥/7) ,
where

B=—Y..(c Y"'K¢)(° Y“y)z—laK(o gt o Y Y. (c Vi)

{y YK Yy +20K o g(o ¥~ y)z+ K (o e)(c Y- w}

1/_
0Ky 0
8K-< al;k ) ;—é:: —(Ktjk—l_xtj,k)
2 o?
32K=( 880:5,51 ) ’ 30:5’0{, = _(Kijkl+"tj,kl+"tﬂ,k+’cij,k,l+’ctjk,l) .

Inversion of a characteristic function gives the following

(15) P {(W—ne'Ke)|y T r <1}
=¢<x)—717{w@“’(x)/r+waa>“>(x)/r*} +o(l/yT)

where 7'=@'Kd, and ¢ is defined as @'y=2¢"y+0K (o g)* o Ky,
w=K..o Ko §+_;_aK(o e o KK, o K4 p+20K o g o K-

+% 0K (o g o K-'+2K. .. o K- o g+0K(o &) o K-{K... o K-Y)

wy=K...o g o G %aK(o &)t o KYK... o G&')+ @ Ki+20K o ¢ o G
+ 20K o) o GT'+2K..( §F) 5+ 0K(o ) o KHK... o 48 .

The distribution of the modified Wald statistic is also obtained in a
similar way as the case of the Wald statistic and this distribution is
given by

(16) P{(W—ng'Koe)/Ffo}
=0(2)——— ~,_ (@ 0V()/F+ DD ()2} +o(l/yT) ,

where
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%2=4§’K0K_1K0§
=K. o K'!'o K'Keg+tr KKK'+2K. .. o Ko K'K¢
Wa——4K (° 1K06)8+45,K0K Z.KQK 2K0€
+§-K.,.,.(o K'Kie)*+8K.,..(c K'Ke)
and K,=K(6,) and K=K(g), respectively.

To have the distribution of Rao’s statistic, we have the normalized
expression

(R—nl_c;K,,zgo)NW=2@3K;1w+%w’Ka‘w+op(1/~/W) ,

where

—E alogf(mla)

0°]=S alogf(:v[ﬁ) l f(@|6)dz

__ 1 2 (dlogfx.19)]| _
_JWE{ a9 b L‘“}'

The Edgeworth expansion of the probability density function of w is
expressed as

f0[1 +?/17 %{H( M) —3H... o Mo M“w} +o(1/ﬁ)] :
where
fo=@ry | M exp |~ T wM )

M=E[wv'],
H,. .= by, 5, =E (waww)/[v/ 7 .

Using this expansion, we have the asymptotic expansion of the distri-
bution of the normalized Rao statistic as

an P {(R—nkK; ‘ko)/ Vntsa}
=0(2)— {nd)“’(x)/r +7:0%(2)[z°} +o(1/¥ ) ,

where
#'=4kK;' MK 'k
Tl = tr Ko- !M
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ra=—§-H.,.,.(o Ki'k)+4KK: MK MK, -

Example. Let %,,---,2, be a random sample taken from the mul-
tivariate normal distribution with mean ¢=0 and covariance matrix 2.

We wish to test the simple hypothesis,
H,: 3=1I, against H;:3+1I,.

Denoting S= 2 z.2,, and parametrizing 0'=(0y, bs,- -, 0y p-1)=(0y, 013

-+, 0,1p), €ach test statistic can be respectively written as
np/2
To=<£> ? |S[™* etr (--—1-S>
n 2
T, =% tr (nS—1—1I)?

T,= T,=12°- tr (S/n—1I).

In this case the modified Wald statistic and Rao statistic are the same
and have been considered by Nagao [8].

It is of interest that if we parametrize §=(0y,---, 0,_1,)=(",- -,
o?"b?), where ¢'’s are elements of inverse matrix of 3, the likelihood
ratio criterion is unchanged, Wald’s statistic becomes (n/2) tr (S/n—1I)
and Rao’s statistic (n/2) tr (nS—'—1I)* for testing ¥=1I,.

Sugiura and Nagao [14] showed the exact unbiasedness of T,, in
which they proved the unbiasedness of a modified likelihood ratio eri-
terion for testing a composite hypothesis ¥=1, under ;j;&Q.

Under the Pitman alternative K,: ¥=1I,+6/y/%, the power func-
tions of these are expressed as follows:

(18)  Py=D,(a) +7= L tr 60 (B, i(0)— 3P, () +2B,(3Y)} +o(1/y/TT) ,
19) P, =13,(az)—7% {% tr 6P, (%) + <(p+ 1) tr @—% tr @3> P,
- ((p+ 1) tr @—é— tr @3) P,H(aZ)—% tr @313,(52)}
+o(1/v/ 7?7) ,
@) Pi=PA0)+ i |1 1 00+ 2 (0+1) tr 6P, (9)

— (§(p+ 1) tr @+E tr @3>P,+2(32)+—3— tr @813,(32)}
+o(l/vT)
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where P,(3%)=P {¥*(3")=x} and X%(d?) is a non-central chi-squared ran-
dom variable with f=p(p+1)/2 degrees of freedom and a non-centrality
parameter 9*=(1/4) tr *. The power function (18) was derived by Sugi-
ura [13] and (20) by Nagao [9]. Nagao [9] compared the powers of T,
and T; numerically and showed that there is no uniform superiority.

Noting P,(3%)=P,(3?) for a>b, we have the following power comparison
in the sence of order 1/y/m,

P,>P,>P, for tr>0 and tr >0
P,=P=P, for tr =0 and tr #*=0
P, <P, <P, for tr <0 and tr 6°<0.

This agrees with the numerical results of Nagao [9].
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