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Summary

The problem to estimate a common parameter for the pooled sample
from the uniform distributions is discussed in the presence of nuisance
parameters. The maximum likelihood estimator (MLE) and others are
compared and it is shown that the MLE based on the pooled sample is
not (asymptotically) efficient.

1. Introduction

In regular cases the asymptotic deficiencies of asymptotically effi-
cient estimators were calculated in pooled sample from the same dis-
tribution (Akahira [5]) and in the presence of nuisance parameters
(Akahira and Takeuchi [7]). In non-regular cases the asymptotic opti-
mality of estimators was discussed in Akahira [4], Akahira and Takeuchi
[6], Ibragimov and Has’minskii [10], Juréckova [11] and others, and
also recently a Monte Carlo study on the estimator considered in Aka-
hira [1]-[3] has been done by Antoch [9].

In this paper we consider the problem to estimate an unknown
real-valued parameter 6 based on m samples of size n from the uniform
distributions on the interval (0—¢,, 6+¢&,) (¢=1,---, m) with different
nuisance parameters which is treated as a typical example in non-regular
cases. In some cases the MLE and other estimators will be compared
and it will be shown that the MLE based on the pooled sample is not
better for both a sample of a fixed size and a large sample. Related
results can be found in Akai [8].

2. Results

Suppose that it is required to estimate an unknown real-valued
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parameter 6 based on m samples of size n whose values are X;; (1=1,
«eo,m; j=1,---,n) from the uniform distributions on the interval (6—
&, 0+¢,) with different nuisance parameters &; (i=1,---, m). For each
1 let Xy <Xy <+ - < Xy be order statisties from X, X, -+, Xin. We
consider some cases.

Case I. ¢,=¢ (i=1,---,m) are unknown.
The MLE 4, of 6 based on the pooled sample {X,,} is given by

A 1 .
Oy =—(min X;,,+max X;.) .
2 ‘i1sism 1Sism

An estimator 4, of @ based on the sample of size m is called to be
(asymptotically) median unbiased if

Pr {f,<0} =Pr {§,=6} =%

<1im Pr {9,,§0}——-;—’ =1im‘Pr {5,,20}—-;— =0 uniformly in some neigh-
borhood of 0> (e.g. see Akahira and Takeuchi [6]). Then it is shown

that ,, is one-sided asymptotically efficient in the sense that for any
asymptotically median unbiased estimator 4,

lim [Pr {n(fy,—0)<t} —Pr {n(,—0)<t}]1=0  for all t>0;

or
lim [Pr {n(fy;—0)<t} —Pr {n(d,—0)<t}]1<0  for all t<0,

since in this case f,, is actually the MLE from the sample of size mn
(see Akahira and Takeuchi [6]).

Case 1I. ¢, (1=1,---, m) are known.
The MLE 6%, of 6 based on the pooled sample {Xi;} is given by

ﬁ?h =l {max (X;n—&:)+ min (Xiw+£)} -
2 1sism 1Sism

Then it can be shown in a similar way as in [4] and [6] that 6%, is
two-sided asymptotically efficient in the sense that for any asymptoti-
cally median unbiased estimator 4,

lim [Pr {n|0%,—0|<t} —Pr (n]|0,—0|<t}1=0  for all t>0.

(For the definition see Akahira and Takeuchi [6], page 72 and Akahira
[4D).
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Case III. ¢, (i=1,---, m) are unknown.
For each 7 the MLE’s 4, and &, of § and &, based on the sample
Xu,+ -+, X, is given by

ét=-;—(Xt<1)+Xi(n)) ’ §t=—é‘(Xc(n>—Xz(1)) ’

respectively. Let Oy, be the MLE of # based on the pooled sample
{X,,}. Then it will be shown that ,, is not two-sided asymptotically
efficient. We define

6% = % {g{aﬁ 0.+&— 53)4-1151};1; (0. =469 -

Then it can be shown from Case II that 6* is asymptotically locally
best estimator of ¢ at &=¢! (1=1,-.-,m) in the sense that for any
asymptotically median unbiased estimator 4,

li—nl [Pa;fg, "')Een. {nlé:_alét} —Poyetl), ".yeen {nlé‘”—alét}]go

for all ¢t>0.

First we shall obtain the MLE 4,,, based on the pooled sample {X,}.
Let fi(x,0) be a density function of the uniform distribution on the
interval (—&;, 0+¢,). Since the likelihood function L(8; &;,---, n) is
given by

L@; &, ,Em)=]:"[ [ fix,, 0)

> for @, n—&:S0=S®iy 60
t=1,.---,m);

a:ls

0 otherwise .

In order to obtain the MLE 4, it is enough to find # minimizing ﬁ &,
i=1

under the condition &,=max {6 —2,), Timy—0} for all 7. Let 6* be some
estimator of 6 based on the pooled sample {X;,}. For each ¢ we put
gx=max {0*—2.p, T:y—0*}. Then we have for each 4

§¥=max {0*_0t+§i1 5i+§1_9*} =§¢+lé¢“é*l .

Hence the MLE 6, is given by #* minimizing

(t=1,---,m). Since
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T E+16,—0*)=TT & T (1+M) ,

i=1 i=1 t=1 E’l
for sufficiently large n it is asymptotically equivalent to
m . m A _ A*
fre(i+5 L)
i=1 i=1 Ei

Hence it is seen that for sufficiently large n the MLE 5“ is asymp-
totically equivalent to a weighted median by the weights 1/&, (i=1,-- -,
m).

Next we shall discuss the comparison among 0,,, the weighted
estimator and other estimators. We consider the case when m=2.
Then for each i=1, 2, X,,,---, X,, are independently, identically and uni-
formly distributed random variables on (—¢&;, 6+&,). Then for each
i=1, 2, the joint density function f.(z,y;6, &) of §, and &, is given by

n—(g:nl—)y"‘z for 0<y<¢, and
@) fwyi6,8)=] 0—Etysz<0+&—y;
0 otherwise .

For each i=1, 2 the density function f.(z; 4, &) of 4, is given by

ser (E—lo—0)r™ for 0—&<w<O+&;
(2.2)  fux;0,8)={ 2
0 otherwise .

Also for each ¢=1,2 the conditional density function f.(x|y;¥,¢;) of
8, given £, is given by

_ 1 for o—gtysu<o+éi—y;
2.3)  fuwly; 0, g)={ 2—Y)

0 otherwise ,

that is, the conditional distribution of 4, given &, is uniform distribu-
tion on the interval (0—(&,—¢&,), 0+(&:—&))).

For two (asymptotically) median unbiased estimators #' and 4* of
6, 6! is called to be (asymptotically) better than 6t if

Pr {n]|0'—0|<t|&,, &) =Pr {n|0*—06|<t|€, &) a.e.  for all >0
(lim [Pr {n]0'—06|<t} —Pr {n]|0*—0|<t}]=0 for all ¢>0), and then for
simplicity we denote it symbolically by §'>8* (6'>6?), where Pr {A|&,

£,} denotes the conditional probability of A given & and &. From (2.3)
we see that the conditional density of §,—@ and 8,—6 given & and &,
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is given by
1

fn(xly xz[él, ég)= 47y
0 otherwise ,

for |x|<7, and |u,;|<7y;

where r,=¢,—&, (i=1,2). If €471 > 64Ty then the conditional density funec-
tion f.(y|&, &) of §,—6 with Gy=cd,+c:f;, given &, and &, is given by

———— (eiry e+ Y) for y< —eiti 4oty ;
4,077
A A 1
(2.4) JaW| &1 §2)=A 2 for |y|<eiri—eots;
C1Ty
(et t+eots—Y) for y>eir;—apr, .
401021'12'2

If ¢,r;<c;ry, then the conditional density function is given by

'40—011_—'7—(017-'1+0272'—U) for y> —citi 4ot ;
13T T2
(2°5) fn(y]élv é2)='< 2017.' for |yl<_clfl+czfz;
23
P (et t+corety) for y<eiri—eyr, .
1CoT1 T2
If
a.=8,/¢+8&)=c, (say) (i#34; 1, j=1,2),
then
(2.6) } — AEI+8£ : il — ,.El+ei .
oty §y(6—&) ety §(6,—&;)
If
e.=EE+E)=c/ (say) (i#J; 4, 5=1,2),
then
@ 1 __ B+B . 1 _ B4B

. Be—8) dn EE-E)
Hence we have the following:

©8) &= if andonly if L =_futh g G48 _ 1
ety &&—&)  Su&—&) ol
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@29) &=& if and only if L =_Sit6 g CFa _ 1
ary §i(6—8)  Si(6—&) it

On the other hand as is seen from the above discussion on the
MLE, the MLE 8,, based on the pooled sample {X;,} is given by

91 if é1<éz ;

6, if &>6,.
The conditional density of the MLE 4,, given &, is given by (2.3).
Now we consider two cases, i.e., £, =&, and £,#¢&,. Note that the first

Case III, was also mentioned in the Case I with another optimum ecri-
terion.

A
0ML=

Case IIIl. El-_—'ez:f.
In the case when ¢,=c/=&,/(¢,+&) (i#5; 4, 5=1,2),

§1§g2 if and only if g1(f—§2)§§2(5—'él) ’ i.e., ryscry .
Hence we have

(2.10) £,sé, if and only if c{rl+c§rz<{ o

Ty

We also obtain

¢t +cfry—(clri+clr) = ffzf&j&)i >
(G +E)(EH+ED)

From (2.4) to (2.10) we have established the following theorem.

(i)

[T,

[ \\ w

i |

7 T

o —

eititeT {T1teit,

Fig. 2.1. Comparison of the conditional densities of c1601+c:6:—0 gwen &
and &, with (i) ci=c}=&/1+&) Gx7; i, ] 1,2) and (ii) ci_c’{_e,/(e’
E,) (i=j; 1, 7=1,2) and of (iii) the MLE é ¥z given &. They are given
by (2.5) and (2.3), respectively.
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THEOREM 2.1. If &=6, and & <&, then
gqu+§lé2 >, 6201"*—5102 >_0
§i+é&: &8
If §=¢;, and g1>§z: then
équ‘l‘%léz >_ 6201"'5102 >_0
§1+& &+8

We assume that ¢,=c;=1/2 and ¢,=¢,=¢. By (2.2) it follows that
for each 7=1, 2 the asymptotic density of n(ﬂﬂ—-ﬂ) is given by

(2.11) fix)= ?lf_e-nm )

Then the characteristic function ¢(t) of the asymptotic density function
of n[{(6,+8,)/2} —4] is given by

1
(L+&24¢
We may represent ¢(f) as follows:

1-g4 1
2(1+8%Y4)}  2(1+8%Y4)

$(t)=

(2.12) #(t)=
Since

S: —;— exp < ——?—M) exp (ity)dy=% Sl exp (—|»|) exp (i—szt—w)dw
=T

Sl —fylylexp <—%lyl) exp (ity)dy=% Sl || exp (—|x[) exp (z—et—w)

0 x

Fig. 2.2. Comparison of the asymptotic densities of n(61—6) and n[{(5,+
63)/2} —6] given by (2.11) and (2.13), respectively.
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_ 1-gw4
+&w4y’
it follows from (2.12) that the asymptotic density of »[{(d,+8;)/2} —0]
is given by

(2.13) f(x)=2i6(1+2|_f__i> exp <-——§—|wl) .

From (2.11) and (2.18) we have established the following theorem.
THEOREM 2.2. If &,=§&,=¢&, then

1,4 & n 51 if §1<éz;
3(01+0z)>‘01u= N A A
o 0, if £,>¢,.
Case IIl,. §&,+#¢&,.
We consider only the case when &,<&,. We assume that c,&,#c.¢,.
By (2.2) it follows that for each i=1, 2 the asymptotic density of n(d,
—0) is given by

2.14) Fl@)=—= exp (—|l/g)
2¢,
and also its characteristic function ¢,(¢) is given by
1
)= .
¢(t) 1+&%?

Hence the characteristic function ¢*(f) of the asymptotic density of
n(0,— 0)=mn(c,0,+c.0.—0) is given by

1
I+ +ceyy)

$*(t)=

b

1
2(ciéritezés) 0 éo= 0151+ caéz

—_——,

-~

Fig. 2.3. Comparison of the asymptotic densities of n(é,—o), n(éo—0)=
n(c;01+Cg§g—-0) and n(éz—ﬂ) given by (2.14), (2.15) and (2.14), respec-
tively, when £;<¢..
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Since

) 1 et
#*0) (ciE{—c§$§)<1+c¥$¥t2 1+c§$§t’)

it follows that the asymptotic density f(x) of n(d,—0) is given by

@15)  f@)= 5t fatioxp (—L2L) e exp (- L2L)}

2(cié1—ciéd) ¢, )

There exists a positive number ¢, such that

|\ fiwda=(" f@)s

where fi(x) and f(x) are given by (2.14) and (2.15), respectively. Hence
we have established the following theorem.

THEOREM 2.3. Suppose that £,<§&, and c,§#c&;. Then
Bur =0, >,
in some meighborhood of 0 in the sense that
lim [Pr (n]0y—0|<t} —Pr {n|6—0|<t}1=0  for all t<t,.
Further
o3z =0,
wm far away from 0 in the sense that

lim [Pr {n|6,—0|<t} —Pr {n|0,,—0|St}]=0  for all t>t,.

Remark. From (2.14) and (2.15) it is easily seen that
éo:ég and éuL=Alz'ég .
The case £,>&; may be treated quite similarly.
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