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Summary
It is known that the set
{(E(X;,)|n=1,2,---},  where 1<k, <n,

of expectations of order statistics of samples from a distribution F
which has a finite expectation determines F. In this note, we show
that each of the sets

{E (Xkl,nj)lj=17 2,.. '} ’
where {(k,/n;)|j=1,2,---} is dense in [0, 1],

and

{EX ) U{E(X,,540)|5=1,2,---}U
{E(Xy24015=1,2,---},  where 1=k,<kj<2j+1,

also determines F.

The object of this note is to give two characterizations of distri-
butions of random variables whose expectations exist and are finite.

Let X, ,£X,,<---=£X,, be the order statistics of n i.i.d. random
variables X, X;,---, X, obeying an arbitrary distribution F’ with finite
expectation E (X). Hoeffding [2] showed that the set

(1) {(E(Xi.)|1=sk=n, n=1,2,---}

determines F. His proof was based on the fact that

(2) 11.12 F(x)=F(x) , for each z at which F' is continuous,
where F, is the distribution having mass function

f(E(Xk,n))=1/n ] k=1; 2;"'7”-
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In fact, for any subsequence {n, n,---,n, -} of {1,2,---} we also
have

ljim F,(x)=F(x) , for each # at which F is continuous,

and hence the set

(3) {E(Xk.nj)lkzli 2,---, n;, j=1y 2;"'} ’ where limnj=00,

Jooo

also determines F. This result was obtained by Hwang [4] by a com-
plete polynomials in summable space L,(0, 1), and by Arnold and Meeden
[1] by a combinatorial approach. Pollak [5] improved (1) based on
Hoeffding’s paper and got that the set

(4) {E(Xy,»)n=1,2,---},  where 1=k, <n,

also determines F. He first proved that the set (4) determines the set
(1), and then proved that the set (1) determines the distribution F.
In fact, his result can be seen easily by the triangular equality (6).
And a slight modification of the proof of his second lemma yields the
following result which can also be obtained from a lemma of Hoeffding
(2], Lemma 5).

THEOREM 1. Let X, Y be two random wvariables whose expectations
exist and are finite, and let F, G denote their respective distributions.
Then F=G if and only if there exists a set {(k;, m,)|7=1,2,---}, where
1<k;<n,, such that {(k;/n,;)|j=1,2,---} s dense in [0, 1] and

E (ij,nj)=E (ij,nj) ’ j=1, 2,000

Proor. Take p,=Fk, and n=n,, respectively, in the proof of Pollak’s
second lemma [5].

Notice that the result (8) is a corollary of Theorem 1. Now, let
us define

F-'(t)=inf {z| F(x)xt} , te(0,1),
then it is well-known that (see, for example, Huang and Hwang [3])
E(X..) =k( " ) S: i) t-(1—tyrdt
k=1,2,---,m, n=1,2,--..
From the identity
(5) e (1—z)* ot (l—z) * =g (1 —a)"* !,

we have
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(6) (n—k) E(X,,,)+k E(Xi1,n)=1E (X n)

The above equality says that within certain triples of expected values
of order statistics, knowledge of any two determines the third. Elimi-
nating the term «*'(1—x)**! from both sides of (5), we have

Ql-z)+z=1,

that is, 1 is a linear combination of 1—x and x. In the same spirit,
we can see that 1 is a linear combination of z, #?%---, z*%, &*'(1—2)**
and z*"!(1—2)**, where 1<k<k'<m, and hence knowledge of E (X)),
E(X;2), ++, E(X,_5n-2)y E(X.,,) and E(X,,,) also determines E (X,_.-1)-
This is the motivation to get the following

THEOREM 2. Let X, Y be two random variables whose expectations
exist and are finite, and let F, G denote their respective distributions.
Then F=G if and only if there exists a set

{(k), 25+1)|5=1, 2, YU {(&}, 25+1)|5=1,2,--},
where 1=k, <k;<2j+1,

such that E(X)=E (Y) and

E (ij,zj+1)=E (Ykl.2]+l) ’ E (ij.21+l) =E (Ykg,z/n) ’
j=1,2,---.

PROOF. Necessity is clear while sufficiency follows inductively by
the above discussion and the triangular equality (6).
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