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Summary

The maximum full likelihood estimator in the proportional hazard model is explored in relation to the maximum partial likelihood estimator. In the scalar parameter case both the estimators have a common sign, and the absolute value of the former is strictly greater than that of the latter except for trivial cases. We point out also that the maximum full likelihood estimator after a simple modification of the likelihood equation provides a good approximation to the maximum partial likelihood estimator. Similar results are valid for the likelihood ratio tests.

1. Introduction

The proportional hazard model is widely accepted in survival analysis and the partial likelihood is employed to estimate the structure parameter (Cox [7], [8]). We know (for example Miller [20], pp. 57–59) that the (generalized) full likelihood is applicable to estimate the structure parameter as well as nuisance parameters. Less attention has been given to the full likelihood.

Analytically the same problems appear in various fields of statistics. Prentice-Breslow [23] and Farwell [9] remarked that the inference procedure using the logistic model contains the same problems in case-control studies where data are summarized in multiple $2 \times 2$ or $k \times 2$ tables. The proportional hazard model provides a type of logistic model for the contingency table with ordered categories (Pregibon [22]). As an extension of the proportional hazard model, the proportional intensity model in the point process is employed to describe an asthma attack in relation to environmental factors (Korn-Whittmore [17], Yanagimoto-Kamakura [25], published in Japanese). Though the partial likelihood becomes the conditional likelihood, we will use the term of partial likelihood even in such cases for convenience.
Partial and full likelihoods are basic criteria for deriving estimators and test statistics. Simulation results conducted by Mckinlay [19], Lubin [18] and Hauck et al. [14] concluded that the maximum partial likelihood estimator is superior to the maximum full likelihood estimator. Andersen [2] gave a sufficient condition under which the maximum partial likelihood estimator is consistent. The maximum full likelihood procedure, however, has some advantages. It provides estimators of all parameters in a model and the maximized likelihood, which permits us to compare the goodness of fit of the proportional hazard model with those of other candidate models (see Nelder-Wedderburn [21], Akaike [1]). Also we can encounter computation difficulties in obtaining the maximum partial likelihood estimator.

It is worthwhile to explore the behavior of the maximum full likelihood estimator, even when the maximum partial likelihood estimator is applicable. Obviously both estimators behave similarly in a rough sense, but they are different in detail. Findings on differences between the two estimators should be helpful in choosing one of the two. In this paper we prove that the maximum full and partial likelihood estimators for any sample have a common sign and that the absolute value of the former is strictly greater than that of the latter except for trivial cases. In addition the maximum partial likelihood estimator is fairly well approximated by the modified maximum full likelihood estimator, where the proposed modification depends simply on the numbers of individuals at risk.

The parallel inequality and approximation are valid for the full and partial likelihood ratio test statistics. Throughout the paper we focus our attention on a scalar parameter case, unless otherwise specified.

2. Partial likelihood and full likelihood

The partial likelihood is written by the product, over each distinct failure time, of terms

\[ P(\beta) = \prod_{i=1}^{r} \exp(\beta z_i) / \sum_{\psi} \prod_{i=1}^{r} \exp(\beta z_{r_i}), \]

where \( z_1, \ldots, z_n \) denote covariate vectors for the \( n \) individuals at risk at that failure time, \( z_1, \ldots, z_r \) correspond to the failures and \( \psi \) denotes the set of all subsets \( \psi = \{\psi_1, \ldots, \psi_r\} \) of size \( r \) from \( \{1, \ldots, n\} \). Throughout the paper we assume that all of \( z_1, \ldots, z_n \) are not identical and \( r \) is an integer between 1 and \( n-1 \). To evaluate the maximum partial likelihood estimator we explore basic properties and characteristics of \( P(\beta) \). The following transformation of \( P(\beta) \) is convenient for the calculation;
\[
\log P(\beta) = \sum_{t=1}^{r} \beta z_t - \log \left( \sum_{\varphi} \exp \beta \sum_{\varphi} z_j \right).
\]

The maximum partial likelihood estimator \( \hat{\beta}_p \) is a root of the equation

\[
LP(\beta) = \sum_{t=1}^{r} z_t - \left( \sum_{\varphi} \sum_{\varphi} z_j \exp \beta \sum_{\varphi} z_j \right) / \sum_{\varphi} \exp \beta \sum_{\varphi} z_j = 0.
\]

The (generalized) full likelihood is expressed by the product, over each distinct failure time, of terms

\[
L(\beta, \lambda) = \prod_{t=1}^{r} \lambda \exp \beta z_t / \prod_{t=1}^{n} (1 + \lambda \exp \beta z_t).
\]

Differentiating \( \log L(\beta, \lambda) \) with respect to \( \beta \) and \( \lambda \) to obtain the maximum full likelihood estimator, we get

\[
\sum_{t=1}^{r} z_t - \sum_{t=1}^{n} \lambda z_t \exp \beta z_t / (1 + \lambda \exp \beta z_t) = 0
\]

and

\[
r / \lambda - \sum_{t=1}^{n} \exp \beta z_t / (1 + \lambda \exp \beta z_t) = 0.
\]

From the latter equation \( \lambda(\beta) \) is uniquely determined for any fixed \( \beta \). Using \( \lambda(\beta) \), we define

\[
LF(\beta) = \sum_{t=1}^{r} z_t - \sum_{t=1}^{n} \lambda(\beta) z_t \exp \beta z_t / \{ 1 + \lambda(\beta) \exp \beta z_t \}.
\]

The maximum full likelihood estimator, \( \hat{\beta}_F \), is a root of the equation \( LF(\beta) = 0 \). We will denote \( \lambda(\beta) \) by \( \lambda \) for simplicity.

We remark here that the whole likelihoods are the products over all distinct failure times \( T \). Thus the likelihood equations in the strict sense are \( \sum \limits_{t} LP_t(\beta) = 0 \) and \( \sum \limits_{t} LF_t(\beta) = 0 \), where the summations extend over \( t \) in \( T \). As far as we are concerned, the results in a single failure time can extend straightforwardly to those in multiple failure times. We will focus on the likelihood equations of a single failure time and suppress the suffix \( t \), unless any confusion occurs.

The comparison of behaviors \( LF(\beta) \) and \( LP(\beta) \) provides us with those of the maximum full and partial likelihood estimators. Though both the functions behave similarly, they have different behaviors in detail. The differences may give rise to sharp differences between the two estimators.

**Proposition 1.** Let \( K(\beta) \) be either of \( LF(\beta) \) or \( LP(\beta) \). Denote \( \sum_{i=1}^{n} z_i / n \) by \( \bar{z} \), and \( z_{(1)} + \cdots + z_{(r)} \) and \( z_{(r+1)} + \cdots + z_{(n)} \) by \( L(z; r) \) and \( U(z; r) \) respectively, where \( z_{(1)}, \ldots, z_{(n)} \) are ordered covariates in the ascending order. Then \( K(\beta) \) has the following four properties:
(i) \[ K(0) = z_1 + \cdots + z_r - r \bar{z}. \]
(ii) \[ K'(\beta) \text{ is negative for any } \beta, \text{ that is, } K(\beta) \text{ is strictly decreasing.} \]
(iii) \[ \lim_{\beta \to -\infty} K(\beta) = U(z; r). \]
(iv) \[ \lim_{\beta \to -\infty} K(\beta) = L(z; r). \]

The extension to the case of the vector parameter \( \beta \) is straightforward. From Proposition 1 it follows that if either of the two estimators exists, then the other also exists, and they are uniquely determined. Furthermore both the estimators have a common sign.

3. Inequality between estimators

Simulation studies by Farewell-Prentice [10], Lubin [18], Hauck et al. [14] and Mckinlay [19] in the situation of a case-control study conclude that \( \hat{\beta}_p \) behaves fairly well while \( \hat{\beta}_r \) tends to have upward bias. Kamakura-Yanagimoto [16] conjectured, based on their numerical experiments, that \(|\hat{\beta}_p|\) is strictly greater than \(|\hat{\beta}_r|\). The following theorem provides a theoretical basis of these previous observations. The proof will be presented in Appendix.

**Theorem.** Suppose that \( \sum (z_i - \bar{z})^2 \neq 0 \). Then the functions \( LP(\beta) \) and \( LF(\beta) \) have a unique intersection at \( \beta = 0 \). It holds also that \( LP(\beta) < LF(\beta) \) for \( \beta > 0 \). The reverse inequality is valid for \( \beta < 0 \).

**Remark 1.** The above theorem proves affirmatively the conjecture in Kamakura-Yanagimoto [16]. In fact Proposition 1 shows that if either of \( \hat{\beta}_p \) and \( \hat{\beta}_r \) exists, the other also exists. Suppose \( LP(0) = LF(0) \) > 0. Then it follows that \( \hat{\beta}_r > \hat{\beta}_r > 0 \). The reverse inequalities hold, when \( LP(0) < 0 \).

They give inequalities between \( LP(\beta) \) and \( LB(\beta) \), where \( LB(\beta) \) is

\[ LB(\beta) = \sum_{i=1}^{r} z_i - r \left( \sum_{i=1}^{n} z_i \exp \beta z_i \right) \left( \sum_{i=1}^{n} \exp \beta z_i \right). \]

In fact it holds that \( \hat{\beta}_p \geq \hat{\beta}_p > 0 \) when \( LB(0) > 0 \), where \( LB(\hat{\beta}_p) = 0 \). An alternative proof of these inequalities is available along the line of the proof in Appendix.

**Corollary.** Suppose the set of covariates consists of \( k \) 1's and \( (n-k) \) 0's. Let \( \lambda \) is the solution of \( k\lambda e^\lambda / (1+\lambda e^\lambda) + (n-k)\lambda / (1+\lambda) = r \). Then it follows that for \( \beta < 0 \)
\[
LP(\beta) - LF(\beta) = k \frac{\lambda e^\beta}{1 + \lambda e^\beta} - \sum \frac{\binom{k}{u} (n-k)(u-r)e^{u\beta}}{\binom{r}{u} (r-u)e^{r\beta}} > 0.
\]

This is the former part of (7) in Harkness [13], where he gave the inequality as a bound of the mean of the extended hypergeometric distribution.

Next consider the test problem for \( \beta = 0 \) against \( \beta \neq 0 \). The commonly used test statistics would be the full and partial likelihood ratio test statistics, \( \chi_p^2 \) and \( \chi_r^2 \), which are expressed by

\[
\chi_p^2 = -2 \int_0^{\hat{\beta}} LF(\beta) d\beta
\]

and

\[
\chi_r^2 = -2 \int_0^{\hat{\beta}} LP(\beta) d\beta,
\]

respectively. The usual manner to define the rejection region is \( \chi_p^2 (\chi_r^2) > \chi^2_\alpha \), where \( \chi^2_\alpha \) denotes the upper \( \alpha \)th point for a specified level \( \alpha \) (1 > \( \alpha \) > 0). Obviously the above theorem implies that \( P(\chi_p^2 > \chi^2_\alpha) > P(\chi_r^2 > \chi^2_\alpha) \) for any \( \alpha \). Following the proof of the corollary in Kamakura-Yanagimoto [16], we can extend this inequality to the multidimensional case of \( \beta \).

4. Expansion near the origin

To compare the behaviors of \( LF(\beta) \) and \( LP(\beta) \) quantitatively, we present in this section their power expansions near the origin. Since both the functions behave similarly as shown in the previous sections, we expect the quantitative difference near the origin may be critical in a wide range of \( \beta \). The behavior near the origin itself is of practical importance for studying the estimator and test procedure.

**Proposition 2.** The power expansions of \( LF(\beta) \) and \( LP(\beta) \) near the origin up to the third order are as follows: for \( n \geq 4 \)

(i) \( LF(\beta) \approx \sum_{i=1}^{r} z_i - \left[ r\bar{z} + \frac{r(n-r)}{n} s_2 \beta + \frac{1}{2} \frac{r(n-r)(n-2r)}{n^2} s_4 \beta^2 \right. \]

\[+ \left. \frac{1}{6} \frac{r(n-r)}{n^3} \{ n(n^2 - 6rn + 6r^2)s_4 - 3(n-2r)s_4 \} \beta^3 \right], \]

(ii) (Cox [6], p. 62)

\( LP(\beta) \approx \sum_{i=1}^{r} z_i - \left[ r\bar{z} + \frac{r(n-r)}{n(n-1)} s_2 \beta + \frac{1}{2} \frac{r(n-r)(n-2r)}{n(n-1)(n-2)} s_4 \beta^2 \right]. \)
\[
+ \frac{1}{6} \frac{r(n-r)}{n^2(n-1)(n-2)(n-3)} \{n(n^2-6rn+6r^2+n)s_1 + 3(r-1)n(n-r-1)s_3^n \beta^3 \},
\]

where \( s_k = \sum (z_i - \bar{z})^k, \quad k = 2, 3 \) and 4.

The function \( LF(\beta) \) has steeper slope near the origin than \( LP(\beta) \). The relative ratio is \( n/(n-1) \), which means that \( LF(n\beta/(n-1)) \) is close to \( LP(\beta) \) near the origin. The power expansion of \( LA(\beta) = LF(n\beta/(n-1)) \) is expressed by

\[
LA(\beta) = \sum_{i=1}^{r} z_i - \left( r\bar{z} + \frac{r(n-r)}{n(n-1)} s_2 \beta + \left( \frac{n}{n-1} \right)^2 c_2 \beta^2 + \left( \frac{n}{n-1} \right)^3 c_3 \beta^3 \right),
\]

where \( c_2 \) and \( c_3 \) are coefficients of order 2 and 3 of \( LF(\beta) \). Though \( LA(\beta) \) is defined so as to adjust the coefficient of \( LF(\beta) \) of order 1 to that of \( LP(\beta) \), the coefficient of order 2 of \( LA(\beta) \) becomes to be closer to that of \( LP(\beta) \) than that of \( LF(\beta) \).

When the absolute values of \( \hat{\beta}_F \) and \( \hat{\beta}_P \) are small, then \( \hat{\beta}_F \) can be approximated by \( (n-1)\hat{\beta}_F/n \). Under this condition the relative difference between the estimators is estimated as \( 1/n \). From the same reasoning we obtain \( \chi_p^2 = (n-1)\chi_p^2/n \) when the absolute value of \( \hat{\beta}_F \) is small.

5. Diagnosis of the approximation

We discuss in this section the accuracy of the approximation of \( LA(\beta) \) and \( \hat{\beta}_A = (n-1)\hat{\beta}_F/n \) to \( LP(\beta) \) and \( \hat{\beta}_P \), respectively. The extension to the case of multiple failure times is straightforward. In fact we may define \( LA(\beta) = \sum LA_i(\beta) \) by \( LA_i(\beta) = \sum LF_i((n_i-1)\beta/n_i) \), where \( n_i \) stands for the number of individuals at risk at a failure time \( t \). Under the condition that all \( n_i \)'s are common, \( LA(\beta) \) is written as \( LF((n-1)\beta/n) \). The above condition is often satisfied in the case of case-control studies and the point process describing asthma attacks.

Breslow [4] obtained a similar result. Since his interest focused on the analysis of multiple \( 2 \times 2 \) tables, he assumed that covariates are binary. Under the condition that \( \lambda_0/(1-\lambda_0) = 0.3 \), he compared \( E((n-1)\hat{\beta}_F/n | \lambda_0, \beta_0) \) and \( E(\hat{\beta}_P | \lambda_0, \beta_0) \) for various \( \beta_0 \). His conclusion is that they are quite close to each other, especially when \( |\beta_0| < \log 2 \). The result gives an insight into the relationship when the number of \( 2 \times 2 \) tables (number of failure times) is large. We assert that his result is also valid for any sample.

We can check the accuracy of the approximation using the simulation results by Lubin [18] and Farewell-Prentice [10]. (They contain
typographical errors; personal communications with the authors). They assumed that the numbers of individuals at risk, which are the numbers of patients in each stratum, in their paper, are common. We find the above approximation is fairly good. The proposed approximated estimator is in general more accurate than those proposed by Farewell-Prentice [10] and Breslow [3].

The above findings on the accuracy of the approximation are available for \( \chi^r_p \) and \( \chi^s_A = 2 \int LA(\beta) d\beta \), where the integral ranges from 0 to \( \hat{\beta}_A \). Usually in the test procedure our interest centers on the moderately small \( \chi^s_A \) or \( \chi^r_p \), since the significance of the test is often the main concern.

The proposed approximated estimator and test statistic should be helpful in the cases of multiple 2×2 tables and contingency table when both numbers, \( n \) and \( r \), are large. There is generally no serious problem in obtaining \( LA(\beta) \). However we may encounter computational difficulties in obtaining \( LP(\beta) \), such as a need for too much CPU time as well as frequent overflow errors. The difficulties are serious, especially when access to computing facilities is restricted.

The following example illustrates the above approximation.

| Table 1. Hypothetical data, \( t_1 < t_2 < t_3 \). |
|---|---|---|---|
| Covariate | \( t_1 \) | \( t_2 \) | \( t_3 \) |
| Group 1 | 0 | 2K | 2K | 4K |
| Group 2 | 1 | 2K | 3K | 2K |
| Group 3 | 2 | 3K | 2K | K |

*Example.* Consider the hypothetical data in Table 1. We obtain the estimators of \( \beta \) for a covariate \( (0, 1, 2) \) and the chi-square test statistics for \( \beta = 0 \) against \( \beta \neq 0 \) based on \( LP(\beta) \), \( LA(\beta) \) and \( LF(\beta) \). Following Gail et al. [11] the algorithm for calculating \( LP(\beta) \) and its derivatives is coded. The results for \( K \) ranging from 1 to 10, along with the CPU times are presented in Table 2.

As expected, the approximation of \( \hat{\beta}_A \) and \( \chi^s_A \) to \( \hat{\beta}_P \) and \( \chi^r_P \) is satisfactory. The absolute value of the difference between the estimated values decreases from .00112 to .00012 as \( K \) increases, and that between the chi-square values remains close to .002. We observe a relatively large gap between \( \hat{\beta}_P \) and \( \hat{\beta}_P \) even for \( K = 10 \). The CPU time for obtaining \( \hat{\beta}_P \) increases with \( K \), while that for \( \hat{\beta}_P \) is about .007 second for any \( K \), using a HITAC M-200H machine.
Table 2. Comparisons of the maximum partial, full and adjusted likelihood estimates and their likelihood ratio test statistics with CPU times.

<table>
<thead>
<tr>
<th>$K$</th>
<th>$\hat{\beta}_p$</th>
<th>$\chi^2_p$ (CPU time)</th>
<th>$\hat{\beta}_A$</th>
<th>$\chi^2_A$ (CPU time)</th>
<th>$\chi^2_A$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>.59317</td>
<td>1.85227 (.012)</td>
<td>.59429</td>
<td>1.85415 (.007)</td>
<td>.196887</td>
</tr>
<tr>
<td>2</td>
<td>.61178</td>
<td>3.81921 (.037)</td>
<td>.61236</td>
<td>3.82115 (.007)</td>
<td>.393374</td>
</tr>
<tr>
<td>3</td>
<td>.61798</td>
<td>5.78609 (.079)</td>
<td>.61838</td>
<td>5.78806 (.007)</td>
<td>.590061</td>
</tr>
<tr>
<td>4</td>
<td>.62108</td>
<td>7.75296 (.136)</td>
<td>.62138</td>
<td>7.75494 (.007)</td>
<td>.786748</td>
</tr>
<tr>
<td>5</td>
<td>.62294</td>
<td>9.71983 (.211)</td>
<td>.62318</td>
<td>9.72182 (.007)</td>
<td>.983435</td>
</tr>
<tr>
<td>6</td>
<td>.62418</td>
<td>11.68669 (.302)</td>
<td>.62439</td>
<td>11.68869 (.007)</td>
<td>11.80122</td>
</tr>
<tr>
<td>7</td>
<td>.62507</td>
<td>13.65356 (.409)</td>
<td>.62524</td>
<td>13.65556 (.007)</td>
<td>13.76809</td>
</tr>
<tr>
<td>8</td>
<td>.62574</td>
<td>15.62043 (.533)</td>
<td>.62589</td>
<td>15.62243 (.007)</td>
<td>15.73496</td>
</tr>
<tr>
<td>9</td>
<td>.62625</td>
<td>17.58730 (.670)</td>
<td>.62639</td>
<td>17.58930 (.007)</td>
<td>17.70183</td>
</tr>
<tr>
<td>10</td>
<td>.62667</td>
<td>19.55416 (.825)</td>
<td>.62679</td>
<td>19.55616 (.007)</td>
<td>19.66870</td>
</tr>
<tr>
<td>$\hat{\beta}_p$</td>
<td>.63039</td>
<td>.63039</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Appendix: Proof of Theorem

To use some properties of symmetric functions, we introduce the following notation:

(i) $y_i = u_i = \exp \beta z_i$.

(ii) $C_r = \sum_{\phi \in \mathcal{F}_r} \exp \beta \sum_{j \in \phi} z_j \left( = \sum_{\phi \in \mathcal{F}_r} w_{\phi} = \sum_{\phi \in \mathcal{F}_r} \prod_{j \in \phi} y_j \right)$.

(iii) $C_r(i) = \sum_{\phi \in \mathcal{F}_r(i)} \exp \beta \sum_{j \notin \phi} z_j$ for $i = 1, \ldots, n$.

(iv) $C_r(i, j) = \sum_{\phi \in \mathcal{F}_r(i, j)} \exp \beta \sum_{k \notin \phi} z_k$ for $i, j = 1, \ldots, n, i \neq j$.

where $\mathcal{F}_r$ denotes the set of all combinations of size $r$ from the set \{1, \ldots, n\}, and $\mathcal{F}_r(i)$ and $\mathcal{F}_r(i, j)$ are those from \{1, \ldots, n\}-\{i\} and \{1, \ldots, n\}-\{i, j\}, respectively.

Remark that

(A1) $\prod_{i=1}^{n} (x + y_i) = \sum_{r=0}^{n} C_r x^{n-r}$

and

(A2) $\left\{ \prod_{j=1}^{n} (x + y_j) \right\} (x + y_i) = \sum_{r=0}^{n-1} C_r(i) x^{n-r-1}$.

We prepare the following three lemmas.

LEMMA 1 (Theorem 53 in Hardy et al. [12]). For $n - 1 \geq r \geq 1$ it holds that $C_r > C_{r+1} C_{r-1}$.

The following definitions in special cases permit us to delete the inessential exceptions in the subsequent identities. We define $C_0 = C_0(i) = 1$. Also we define for $C_{-1}(i, j) = 0$ and $C_0(i, j) = 1$ for $n > 3$ and any $i$.
and \( j \), and \( C_i(i, j) = 0 \) for \( n = 2 \) and any \( s, i \) and \( j \).

**Lemma 2.** (i) (Howard [15]) \( C_r = y_i C_{r-1}(i) + C_r(i) \).

(ii) \( rC_r = \sum_{i=1}^{n} y_i C_{r-1}(i) \).

(iii) \( \sum_{y_i \in S_r} \sum_{j \neq y_i} z_j u^{\sum_{y_i \in S_r} z_i} = \sum_{i=1}^{n} z_i u^{n} C_{r-1}(i) \).

**Proof.** First we note that (A1) is rewritten by

\[
(A3) \quad \prod_{i=1}^{n} (x + u^i) = \sum_{r=0}^{n} C_r x^{n-r}.
\]

Differentiating both sides of (A1) by \( x \) and applying (A2), we obtain \((n-r)C_r = \sum C_r(i)\) by comparing coefficients of order \( n-r-1 \). This together with (i) derives (ii). Next to show (iii) we remark here that

\[
\frac{d}{du} C_r = \sum_{y_i \in S_r} \sum_{j \neq y_i} z_j u^{\left(\sum_{y_i \in S_r} z_i\right) - 1}.
\]

Differentiating both the sides of (A3) by \( u \) and applying (A2), we obtain (iii) by comparing coefficients of order \( n-r \).

**Lemma 3.** Let \( \{p_i\} \) and \( \{q_i\} \) be two probability functions on \( \{z_i\} \). Suppose that \( z_1 \leq \cdots \leq z_n \) and that \( 1/r > p_i, \; q_i > 0 \) for \( i = 1, \cdots, n \). If it holds that

\[
(A4) \quad g(i) = \{rp_i/(1-rp_i)\}/\{rq_i/(1-rq_i)\}
\]

is nondecreasing in \( i \), then \( \sum z_i p_i \geq \sum z_i q_i \), where the equality holds only when \( \sum (z_i - z) i = 0 \) or \( \sum (p_i - q_i) i = 0 \).

**Proof.** Since \( rx/(1-rx) \) is strictly increasing in \( x \) for \( 1/r > x > 0 \), it holds that \( \text{sgn} \; (g(i) - 1) = \text{sgn} \; (p_i - q_i) \), where \( \text{sgn} \; (x) = 1 \) for \( x > 0 \), \( = 0 \) for \( x = 0 \), and \( = -1 \) for \( x < 0 \). Let \( i_0 \) be the minimum integer \( i \) such that \( g(i) - 1 \geq 0 \). Then it follows that \( p_i \geq q_i \) for \( i \geq i_0 \) and \( p_i < q_i \) for \( i < i_0 \), which implies that

\[
(A5) \quad \sum_{j=i}^{n} p_j \geq \sum_{j=i}^{n} q_j \quad \text{for any } i.
\]

Assume that \( \sum (p_i - q_i)^2 \neq 0 \). Then it holds that \( p_n > q_n \) and \( p_i < q_i \), which imply the strict inequality in (A5). Applying the identity \( \sum z_i p_i - \sum z_i q_i = \sum_{i=1}^{n} \left( z_i - z_{i-1} \right) \sum_{j=i}^{n} (p_j - q_j) \), we complete the proof.

Next we move to the proof of the Theorem. We will show only the case for \( \beta > 0 \) and \( z_1 \leq \cdots \leq z_n \). Parallel discussions derive the proof in other cases. Set
\[ p_i = y_i C_{r-1}(i) / r C_r \]

and

\[ q_i = \lambda y_i / r(1 + \lambda y_i). \]

Then the inequality to be proved is rewritten by \[ \sum z_i p_i > \sum z_i q_i. \] Lemma 2 (ii) and the definition of \( \lambda \) derive \[ \sum p_i = 1 \] and \[ \sum q_i = 1, \] respectively. It is easily checked that \[ 1/r > p_i, \quad q_i > 0 \] for any \( i \). Define \( g(i) \) by (A4) in Lemma 3. Then Lemma 2 (i) implies that \( g(i) \) is broken down to

\[ g(i) = \{ y_i C_{r-1}(i) / (C_r - y_i C_{r-1}(i)) \} / \lambda y_i = C_{r-1}(i) / C_r(i) \lambda. \]

Applying again Lemma 1 (i), it follows that

\[ g(i) - g(j) = \{ C_{r-1}(i) C_r(j) - C_r(i) C_{r-1}(j) \} / \lambda C_r(i) C_r(j) \]

\[ = \{ y_i C_{r-1}(i, j) + C_{r-1}(i, j) \} \{ y_i C_{r-1}(i, j) + C_r(i, j) \} / \lambda C_r(i) C_r(j) \]

\[ = (y_i - y_j) \{ C_{r-1}(i, j) - C_r(i, j) C_{r-1}(i, j) \} / \lambda C_r(i) C_r(j). \]

Remark that Lemma 1 implies \( \text{sgn} (g(i) - g(j)) = \text{sgn} (y_i - y_j). \) This together with Lemma 3 completes the proof.
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