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Summary

To compare different procedures for selection of regression variables, a mean efficiency concept is introduced, which is an extension of the concept of efficiency previously introduced by the author (Shibata [13]). Without any stronger assumption, we can show that the FPE procedure or the AIC procedure or the $C_p$ procedure are all shown to be asymptotically mean efficient, under the assumption that the number of regression variables be infinite or increase with the sample size.

1. Introduction

The present author showed (Shibata [13]) that when the loss function is the mean squared error of prediction or the squared error of estimated regression function, there is a lower bound in an asymptotic sense. Using that lower bound, an asymptotic efficiency of a selection procedures is defined as the limit of the ratio of the bound to the actual loss. It was also shown that the FPE procedure (Akaike [1]), the AIC procedure (Akaike, [2]) and the $C_p$ procedure (Mallows [8]) are all asymptotically efficient.

However, the results of computer simulations (Shibata [12]) suggest that the above theory does not work so well in several cases. One of the reason is that the convergence is in the sense of probability and comparisons are not effective in small samples. Actually, in Shibata [12] comparisons were done by introducing a new concept of efficiency, namely the mean efficiency, by supposing that similar theorems will hold true even if the loss is replaced by its expectation in the definition of the efficiency.

This paper aims to give a rigorous proof of the above supposition

* This work was partly done during the time the author was staying in the Australian National University.
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on the mean efficiency. Any stronger assumption is not needed for showing mean convergence.

We will use the same notations and assumptions as in Shibata [13]. Assume that the observational equation is

\[ Y = \langle x, \beta \rangle + \epsilon \quad x, \beta \in l_2, \]

where \( \epsilon \) is the error variable normally distributed with mean 0 and unknown variance \( \sigma^2 > 0 \), \( \beta \) is the vector of regression parameters, and \( l_2 \) is the Hilbert space of sequence of real numbers with the inner product \( \langle \cdot, \cdot \rangle \), and the norm \( \| \cdot \| \). For convenience, we will call the above model the "true model" and the parameter \( \beta \) the "true parameter".

By \( j=(j_1, j_2, \ldots, j_{k(j)}) \), \( (j_1 < j_2 < \cdots < j_{k(j)}) \), we denote the model

\[ Y = \langle x, \beta(j) \rangle + \epsilon, \]

where

\[ \beta(j) \in V(j) = \{ \beta(j) ; \; \beta(j)' = (0, \ldots, \beta_{j_1}, 0, \ldots, 0, \beta_{j_2}, \ldots, \beta_{j_{k(j)}}, 0, \ldots) \} \]

is the vector of regression parameters and \( k(j) \) is the number of nonzero parameters, that is, the number of variables included in the model \( j \).

Given \( n \) independent observations on \( Y \) at \( x^{(1)}, x^{(2)}, \ldots, x^{(n)} \), by fitting a model \( j \) we have the least squares estimates of nonzero parameters of \( \beta \),

\[ \hat{\beta}(j)' = (\hat{\beta}_{j_1}, \ldots, \hat{\beta}_{j_{k(j)}}) \]

which is a solution of

\[ M_n(j) \hat{\beta}(j) = X(j)' y. \]

Here \( y'=(y_1, y_2, \ldots, y_n) \) is the vector of observations,

\[ X(j) = \{ x_{ai} ; \; 1 \leq a \leq n, \; 1 \leq i \leq k(j) \} \]

is the \( n \times k(j) \) design matrix generated by subvectors of

\[ x^{(a)} = (x_{a1}, x_{a2}, \cdots), \quad a=1, \ldots, n, \]

and \( M_n(j) = X(j)'X(j) \) is the \( k(j) \times k(j) \) information matrix. For convenience, the vector \( \hat{\beta}(j) \) is sometimes considered as an infinite dimensional vector, putting undefined coordinates zeros.

In our problem, the choice of the loss function is crucial for discussing the goodness of a selection procedure. One of commonly used loss functions is the 0,1 loss function, which takes the value 0 if the selection is correct, otherwise 1. However such loss function is not always appropriate. For instance, consider the case when the number
of nonzero coordinates of $\beta$ is finite but some of them are very close to zero. For such case, is it still meaningful to know correctly the true model? Furthermore, if $\beta$ is truly infinite dimensional, then the correctness of the selection itself is not well defined. Therefore in this paper we adopt a loss function which well reflects the goodness of the final estimate $\hat{\beta}(\tilde{j})$ of $\beta$, where $\tilde{j}$ denotes a selection from a given family $J_n$ of models.

One such reasonable loss function is the squared loss

$$L_n[\beta, \hat{\beta}(\tilde{j})] = \|X\hat{\beta} - X\hat{\beta}(\tilde{j})\|^2.$$ 

Here, $X$ is the $n \times \infty$ design matrix generated by the vectors $x^{(1)}, \ldots, x^{(n)}$. We denote the risk for a non-random selection $\tilde{j} \equiv j$ by

$$R_n(j) = E L_n[\beta, \hat{\beta}(j)].$$

Consider the "risk minimum model" $j^*$ which minimizes $R_n(j)$ in $J_n$. The model $j^*$ can be thought of the best model in $J_n$, which balances the "bias" term and the "variance" term of

$$R_n(j) = \|X\beta - X\beta^*(j)\|^2 + k(j)\sigma^2$$

where $\beta^*(j) = E \hat{\beta}(j)$. We can not apply this model $j^*$ in practice, since which depends on unknown parameters $\beta$ and $\sigma^2$. But in Theorem 2.1 we will prove that $R_n(j^*)$ asymptotically gives a lower bound for the risk $R_n(\tilde{j})$ even when $\tilde{j}$ is a random selection which depends on the observations $y_1, y_2, \ldots, y_n$.

Let us define a mean efficiency by the ratio

$$\text{eff}(\tilde{j}) = \frac{R_n(j^*)}{E L_n[\beta, \hat{\beta}(\tilde{j})]}$$

and an asymptotic mean efficiency by the limit,

$$\text{a.eff}(\tilde{j}) = \lim_{n \to \infty} \text{eff}(\tilde{j}).$$

A selection $\tilde{j}$ with $\text{a.eff}(\tilde{j}) \equiv 1$, is called asymptotically mean efficient. Examples of such selection are given by the minimum FPE procedure, the minimum AIC procedure (Akaike [1], [2]), and the $C_p$ procedure (Mallows [8]). On the other hand, the BIC procedure (Schwarz [9]) or the $\phi$ procedure (Hannan and Quinn [6]) can be shown not to be asymptotically mean efficient in our sense, even though they are consistent under the 0, 1 loss function.

2. Asymptotic mean efficiency for a large number of variables

The following theorem shows that an asymptotic lower bound for
the risk $\mathbb{E}L_n(\beta, \hat{\beta}(\tilde{j}))$ is given by $R_n(j^*)$ when the true number of variables is infinite or increases with the sample size $n$. The condition (2.1) is easily satisfied in such cases. For example, the case of the selection of the number of variables, a sufficient condition is that $\beta$ is infinite dimensional and both the largest number of variables in $J_n$ and the minimum eigenvalue of the information matrix diverges to infinity as $n$ tends to infinity. For more detailed discussion on the condition (2.1), see Shibata [13].

**Theorem 2.1.** Assume that for any model $j$ in $J_n$, $k(j)<n$ and $M_n(j)$ is of full rank. If

$$\sum_{j\in J_n} \delta^{R_n(j)}$$

converges to zero as $n$ tends to infinity for any $0<\delta<1$, then for any selection procedure $\tilde{j}$ from $J_n$,

$$\lim_{n\to\infty} \inf \frac{\mathbb{E}L_n(\beta, \hat{\beta}(\tilde{j}))}{R_n(j^*)} \geq 1.$$

**Proof.** From the definition of $j^*$, we have

$$\mathbb{E} \frac{L_n(\beta, \hat{\beta}(\tilde{j}))}{R_n(j^*)} \geq E \left[ \frac{L_n(\beta, \hat{\beta}(\tilde{j}))}{R_n(j)} \right] = 1 + E \left[ \frac{L_n(\beta, \hat{\beta}(\tilde{j})) - R_n(j)}{R_n(j)} \right].$$

Put

$$\xi_j = \frac{L_n(\beta, \hat{\beta}(\tilde{j})) - R_n(j)}{R_n(j)}$$

then it is sufficient to show $\mathbb{E}|\xi_j|$ converges to zero as $n\to\infty$. We first rewrite $\xi_j$ as

$$\xi_j = \frac{||X\hat{\beta}(\tilde{j}) - X\beta^*(j)||^2 - k(j)\sigma^2}{R_n(j)}.$$

Since

$$||X\hat{\beta}(\tilde{j}) - X\beta^*(j)||^2$$

is distributed as $\sigma^2\chi^2_{k(j)}$, applying the Schwartz inequality and Lemma 2.1 of Shibata [13], [14] we have

$$\mathbb{E}[|\xi_j|I_{(|\xi_j|>\delta)}] \leq \mathbb{P}(|\xi_j|>\delta)^{1/2}[\sigma^4 \cdot 2k(j)/R_n(j)]^{1/2}$$

$$\leq 2\sigma R_n(j)^{-1/2} \exp \left\{ -R_n(j)\delta^2/(8\sigma^2) \right\},$$

where $I_A$ is the indicator function of a set $A$. The sum of the right hand side of (2.2) over $J_n$ converges to zero as $n\to\infty$, by the assumption. It is enough to note that
\[ E|\xi_j| \leq \sum_{j \in J_n} E\left[|\xi_j| I_{(1, h_j) > \alpha}\right] + \delta. \]

The above theorem justifies the definition (1.2) of the asymptotic mean efficiency. The selection previously proposed by Shibata [13] as an asymptotically efficient selection was defined by the \( \hat{j} \) which minimizes

\[ S_n(j) = n\hat{\sigma}^2(j) + 2k(j)\hat{\sigma}^2(j). \]

Although asymptotically equivalent, for small samples the FPE procedure (Akike [11]) behaves better, in which \( \hat{\sigma}^2(j) = n\hat{\sigma}^2(j)/(n-k(j)) \) is used in the place of the last \( \hat{\sigma}^2(j) \) on the right hand side of (2.3). This is because \( \hat{\sigma}^2(j) \) is a biased estimate of \( \sigma^2 \). Therefore, in this section we will only prove the asymptotic mean efficiency of the selection \( \hat{j} \) which minimizes

\[ \text{FPE}(j) = n\hat{\sigma}^2(j) + 2k(j)\hat{\sigma}^2(j). \]

As is seen from the proof, the other procedures, like the AIC or the \( C_p \), which are shown to be asymptotically efficient in Shibata [13] are all asymptotically mean efficient, too.

**Theorem 2.2.** Under the same assumptions of Theorem 2.1, if \( \max_{j \in J_n} k(j) = o(n) \), then

\[ \text{a.eff}(\hat{j}) = \lim_{n \to \infty} \frac{R_n(j^*)}{E L_n[\beta, \hat{\beta}(\hat{j})]} = 1. \]

**Proof.** The conclusion follows if the expectation and the variance of \( R_n(\hat{j})/R_n(j^*) \) converge to 1 and 0, respectively. In fact, using the same technique as in the proof of Theorem 2.1 we can easily prove that

\[ \lim_{n \to \infty} E\left[ \frac{L_n[\beta, \hat{\beta}(\hat{j})] - R_n(\hat{j})}{R_n(\hat{j})} \right]^2 = 0. \]

Then the desired result follows. We will only prove the convergence of the expectation of \( R_n(\hat{j})/R_n(j^*) \) to 1, as the proof for the convergence of the variance is very similar. Put

\[ J^{(1)} = \left\{ j \in J_n ; \frac{R_n(j)}{R_n(j^*)} \leq (1 + \eta) \right\} \]

and \( J^{(2)} = J_n - J^{(1)} \).

Then

\[ \frac{E R_n(\hat{j})}{R_n(j^*)} - 1 = \left[ \sum_{j \in J^{(1)}} \left\{ \frac{R_n(j)}{R_n(j^*)} \Pr(\hat{j} = j) \right\} - 1 \right] + \sum_{j \in J^{(2)}} \left\{ \frac{R_n(j)}{R_n(j^*)} \Pr(\hat{j} = j) \right\}. \]
The first term of the right hand side is bounded by $\gamma$ from the definition of $J^{(1)}$ and bounded away from $\{ \Pr(\hat{j} \in J^{(1)}) - 1\}$, which converges to zero as $n \to \infty$ (see Shibata [11]). It is sufficient to show that the second term converges to zero for any $\gamma > 0$. We rewrite the FPE statistic as

$$
(2.4) \quad \text{FPE}(j) = R_n(j) + \{ k(j)\sigma^2 - \|X\hat{\beta}(j) - X\beta^*(j)\|_2^2 \}
+ \{ 2k(j)n/(n - k(j)) \} \sigma^2(j) - \{ (n - k(j))\sigma^2 / n \}
+ n\{ s^2(j) - \sigma^2(j) \} + n\sigma^2,
$$

where $ns^2(j) = \| y - X\beta^*(j) \|_2^2$ and $\sigma^2(j) = \text{E} s^2(j)$. For the second term of the right hand side of (2.4) we have, from Lemma 2.1 of Shibata [13], [14], and noting $R_n(j) \geq k(j)\sigma^2$

$$
\Pr \left( \frac{\| X\hat{\beta}(j) - X\beta^*(j) \|_2^2}{R_n(j)} > \delta \right) \leq 2 \exp \left( - \delta R_n(j)/(8\sigma^2) \right).
$$

The tail probability of the third term of the right hand side of (2.4) can be evaluated in the same way. The fourth term can not be evaluated in the same way, but the differences can be done in the same manner (see Shibata [13]). As a results, the tail probability of

$$
A = \frac{\text{FPE}(j*) - \text{FPE}(j) - R_n(j*) - R_n(j)}{R_n(j)}
$$

is evaluated as

$$
\Pr(\| A \| > \delta) \leq C \exp \left( - \delta R_n(j)/(8\sigma^2) \right),
$$

for some constant $C > 0$ and for large $n$. On the other hand, for $j$ in $J^{(2)}$,

$$
\Pr(\hat{j} = j) \leq \Pr \left( \frac{\text{FPE}(j*) - \text{FPE}(j)}{R_n(j)} \geq 0 \right)
= \Pr \{ A \geq 1 - R_n(j*) / R_n(j) \}
\leq \Pr \{ A \geq \gamma/(1 + \gamma) \}.
$$

Combining these results, we have

$$
(2.5) \quad \sum_{j \in J^{(2)}} \frac{R_n(j)}{R_n(j*)} \Pr(\hat{j} = j)
\leq \frac{C}{R_n(j*)} \sum_{j \in J^{(2)}} R_n(j) \exp \left( - \gamma R_n(j)/(8\sigma^2(1 + \gamma)) \right).
$$

Here, $R_n(j*)$ diverges to infinity since

$$
\delta^{R_n(j*)} \leq \sum_{j \in J_n} \delta^{R_n(j)}.
$$
and

\[ \sum_{j \in \mathcal{J}_n} R_n(j) \delta_{\nu,j} \]

converges to zero as \( n \) tends to infinity, because of the assumption (2.1). Therefore (2.5) converges to zero and the proof is complete.

It should be noted that the generalized FPE procedure (FPE\(_{\alpha} \)) considered by Bhansali and Downham [5] is asymptotically mean efficient if and only if \( \alpha = 2 \). It can be proved similarly as in Shibata [11]. Here the generalized FPE statistic is defined as

\[ \text{FPE}\(_{\alpha}(j) = n\delta(j) + ak(j)\delta^2(j) \].

Another interesting attempt to justify \( \alpha = 2 \) is made by Leonard and Ord [7] in the context of preliminary testing.

To help understanding in the theorem, a part of results by computer simulations are given in Table 1. Samples are generated from the model

\[ Y = -\log(1-x) + e \]

Table 1. Mean efficiency and the mean length of selected Fourier series; 
\( f(x) = -\log(1-x), n = 400, K = 163, 100 \) simulations

<table>
<thead>
<tr>
<th>( \alpha )</th>
<th>FPE(_{\alpha} )</th>
<th>FPE(_{\alpha} )</th>
<th>FPE(_{\alpha} )</th>
<th>AIC</th>
<th>BIC</th>
<th>( \phi )</th>
<th>( S_n )</th>
<th>( C_p )</th>
<th>( k^* )</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.01</td>
<td>0.90</td>
<td>0.91</td>
<td>0.89</td>
<td>0.88</td>
<td>0.88</td>
<td>0.76</td>
<td>0.89</td>
<td>0.54</td>
<td>0.92</td>
</tr>
<tr>
<td>78.1</td>
<td>72.5</td>
<td>67.5</td>
<td>65.1</td>
<td>80.9</td>
<td>58.8</td>
<td>65.2</td>
<td>147.8</td>
<td>75.2</td>
<td>74.0</td>
</tr>
<tr>
<td>0.02</td>
<td>0.91</td>
<td>0.92</td>
<td>0.90</td>
<td>0.88</td>
<td>0.88</td>
<td>0.73</td>
<td>0.89</td>
<td>0.47</td>
<td>0.92</td>
</tr>
<tr>
<td>63.4</td>
<td>58.8</td>
<td>54.9</td>
<td>52.8</td>
<td>66.2</td>
<td>45.9</td>
<td>53.5</td>
<td>140.8</td>
<td>61.1</td>
<td>60.0</td>
</tr>
<tr>
<td>0.03</td>
<td>0.88</td>
<td>0.91</td>
<td>0.88</td>
<td>0.85</td>
<td>0.87</td>
<td>0.71</td>
<td>0.87</td>
<td>0.45</td>
<td>0.91</td>
</tr>
<tr>
<td>56.9</td>
<td>49.6</td>
<td>46.9</td>
<td>45.0</td>
<td>58.8</td>
<td>39.7</td>
<td>46.1</td>
<td>131.9</td>
<td>54.0</td>
<td>54.0</td>
</tr>
<tr>
<td>0.04</td>
<td>0.93</td>
<td>0.93</td>
<td>0.90</td>
<td>0.86</td>
<td>0.91</td>
<td>0.72</td>
<td>0.89</td>
<td>0.42</td>
<td>0.95</td>
</tr>
<tr>
<td>51.4</td>
<td>45.1</td>
<td>41.5</td>
<td>39.8</td>
<td>52.7</td>
<td>35.2</td>
<td>40.8</td>
<td>130.0</td>
<td>49.1</td>
<td>48.0</td>
</tr>
<tr>
<td>0.05</td>
<td>0.90</td>
<td>0.90</td>
<td>0.87</td>
<td>0.82</td>
<td>0.88</td>
<td>0.70</td>
<td>0.87</td>
<td>0.41</td>
<td>0.90</td>
</tr>
<tr>
<td>47.0</td>
<td>41.1</td>
<td>37.9</td>
<td>35.7</td>
<td>48.2</td>
<td>31.9</td>
<td>37.6</td>
<td>119.5</td>
<td>45.5</td>
<td>44.0</td>
</tr>
<tr>
<td>0.06</td>
<td>0.88</td>
<td>0.87</td>
<td>0.83</td>
<td>0.79</td>
<td>0.86</td>
<td>0.68</td>
<td>0.82</td>
<td>0.41</td>
<td>0.89</td>
</tr>
<tr>
<td>43.2</td>
<td>37.8</td>
<td>34.6</td>
<td>32.9</td>
<td>44.0</td>
<td>29.3</td>
<td>34.4</td>
<td>109.0</td>
<td>41.7</td>
<td>42.0</td>
</tr>
<tr>
<td>0.07</td>
<td>0.86</td>
<td>0.88</td>
<td>0.84</td>
<td>0.80</td>
<td>0.85</td>
<td>0.66</td>
<td>0.84</td>
<td>0.40</td>
<td>0.88</td>
</tr>
<tr>
<td>41.8</td>
<td>35.7</td>
<td>32.6</td>
<td>30.6</td>
<td>42.3</td>
<td>26.8</td>
<td>32.1</td>
<td>107.4</td>
<td>40.3</td>
<td>40.0</td>
</tr>
<tr>
<td>0.08</td>
<td>0.86</td>
<td>0.89</td>
<td>0.86</td>
<td>0.81</td>
<td>0.86</td>
<td>0.67</td>
<td>0.86</td>
<td>0.42</td>
<td>0.89</td>
</tr>
<tr>
<td>39.8</td>
<td>33.7</td>
<td>31.4</td>
<td>29.0</td>
<td>39.9</td>
<td>25.4</td>
<td>31.3</td>
<td>96.8</td>
<td>37.1</td>
<td>37.0</td>
</tr>
<tr>
<td>0.09</td>
<td>0.89</td>
<td>0.91</td>
<td>0.85</td>
<td>0.80</td>
<td>0.89</td>
<td>0.68</td>
<td>0.85</td>
<td>0.33</td>
<td>0.92</td>
</tr>
<tr>
<td>37.5</td>
<td>31.3</td>
<td>28.6</td>
<td>27.3</td>
<td>37.8</td>
<td>23.9</td>
<td>28.4</td>
<td>121.7</td>
<td>35.8</td>
<td>36.0</td>
</tr>
<tr>
<td>0.10</td>
<td>0.88</td>
<td>0.88</td>
<td>0.83</td>
<td>0.79</td>
<td>0.87</td>
<td>0.68</td>
<td>0.83</td>
<td>0.37</td>
<td>0.89</td>
</tr>
<tr>
<td>35.0</td>
<td>30.5</td>
<td>27.0</td>
<td>25.7</td>
<td>35.1</td>
<td>22.8</td>
<td>27.0</td>
<td>102.8</td>
<td>33.6</td>
<td>34.0</td>
</tr>
<tr>
<td>0.20</td>
<td>0.86</td>
<td>0.84</td>
<td>0.78</td>
<td>0.72</td>
<td>0.86</td>
<td>0.62</td>
<td>0.80</td>
<td>0.29</td>
<td>0.87</td>
</tr>
<tr>
<td>25.9</td>
<td>20.6</td>
<td>18.3</td>
<td>16.7</td>
<td>26.1</td>
<td>14.8</td>
<td>18.5</td>
<td>92.3</td>
<td>24.7</td>
<td>24.0</td>
</tr>
<tr>
<td>0.30</td>
<td>0.85</td>
<td>0.84</td>
<td>0.80</td>
<td>0.74</td>
<td>0.84</td>
<td>0.64</td>
<td>0.82</td>
<td>0.33</td>
<td>0.86</td>
</tr>
<tr>
<td>21.1</td>
<td>17.2</td>
<td>14.8</td>
<td>13.2</td>
<td>21.3</td>
<td>11.6</td>
<td>15.1</td>
<td>67.0</td>
<td>20.8</td>
<td>20.0</td>
</tr>
<tr>
<td>0.40</td>
<td>0.80</td>
<td>0.82</td>
<td>0.79</td>
<td>0.73</td>
<td>0.80</td>
<td>0.66</td>
<td>0.80</td>
<td>0.33</td>
<td>0.81</td>
</tr>
<tr>
<td>18.0</td>
<td>14.2</td>
<td>12.6</td>
<td>11.4</td>
<td>18.0</td>
<td>10.1</td>
<td>12.8</td>
<td>57.6</td>
<td>17.4</td>
<td>16.0</td>
</tr>
</tbody>
</table>
Table 1. Continued

<table>
<thead>
<tr>
<th>$\sigma$</th>
<th>$\text{FPE}_2$</th>
<th>$\text{FPE}_3$</th>
<th>$\text{FPE}_4$</th>
<th>$\text{FPE}_5$</th>
<th>$\text{AIC}$</th>
<th>$\text{BIC}$</th>
<th>$\phi$</th>
<th>$S_\phi$</th>
<th>$C_\phi$</th>
<th>$k^*$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.50</td>
<td>0.85</td>
<td>0.84</td>
<td>0.79</td>
<td>0.73</td>
<td>0.85</td>
<td>0.65</td>
<td>0.80</td>
<td>0.33</td>
<td>0.86</td>
<td>1.03</td>
</tr>
<tr>
<td></td>
<td>14.7</td>
<td>11.9</td>
<td>10.4</td>
<td>9.5</td>
<td>14.8</td>
<td>8.7</td>
<td>10.7</td>
<td>49.1</td>
<td>14.4</td>
<td>14.0</td>
</tr>
<tr>
<td>0.60</td>
<td>0.83</td>
<td>0.84</td>
<td>0.77</td>
<td>0.72</td>
<td>0.83</td>
<td>0.63</td>
<td>0.79</td>
<td>0.26</td>
<td>0.84</td>
<td>1.03</td>
</tr>
<tr>
<td></td>
<td>14.0</td>
<td>10.5</td>
<td>8.9</td>
<td>8.1</td>
<td>14.0</td>
<td>7.2</td>
<td>9.4</td>
<td>56.2</td>
<td>13.6</td>
<td>13.0</td>
</tr>
<tr>
<td>0.70</td>
<td>0.83</td>
<td>0.80</td>
<td>0.75</td>
<td>0.71</td>
<td>0.83</td>
<td>0.66</td>
<td>0.77</td>
<td>0.30</td>
<td>0.83</td>
<td>0.98</td>
</tr>
<tr>
<td></td>
<td>11.6</td>
<td>9.4</td>
<td>8.2</td>
<td>7.4</td>
<td>11.6</td>
<td>6.8</td>
<td>8.5</td>
<td>43.7</td>
<td>11.5</td>
<td>12.0</td>
</tr>
<tr>
<td>0.80</td>
<td>0.79</td>
<td>0.84</td>
<td>0.78</td>
<td>0.72</td>
<td>0.79</td>
<td>0.67</td>
<td>0.79</td>
<td>0.34</td>
<td>0.80</td>
<td>1.02</td>
</tr>
<tr>
<td></td>
<td>11.8</td>
<td>8.8</td>
<td>7.7</td>
<td>6.9</td>
<td>11.8</td>
<td>6.3</td>
<td>7.9</td>
<td>37.0</td>
<td>11.5</td>
<td>10.0</td>
</tr>
<tr>
<td>0.90</td>
<td>0.79</td>
<td>0.78</td>
<td>0.75</td>
<td>0.69</td>
<td>0.79</td>
<td>0.63</td>
<td>0.76</td>
<td>0.21</td>
<td>0.79</td>
<td>0.99</td>
</tr>
<tr>
<td></td>
<td>10.6</td>
<td>7.8</td>
<td>6.7</td>
<td>6.0</td>
<td>10.6</td>
<td>5.4</td>
<td>6.9</td>
<td>54.7</td>
<td>10.6</td>
<td>10.0</td>
</tr>
<tr>
<td>1.00</td>
<td>0.82</td>
<td>0.82</td>
<td>0.76</td>
<td>0.72</td>
<td>0.82</td>
<td>0.65</td>
<td>0.78</td>
<td>0.26</td>
<td>0.82</td>
<td>1.03</td>
</tr>
<tr>
<td></td>
<td>9.4</td>
<td>7.3</td>
<td>6.1</td>
<td>5.6</td>
<td>9.4</td>
<td>5.1</td>
<td>6.3</td>
<td>40.3</td>
<td>9.2</td>
<td>9.0</td>
</tr>
<tr>
<td>2.00</td>
<td>0.72</td>
<td>0.75</td>
<td>0.72</td>
<td>0.66</td>
<td>0.72</td>
<td>0.62</td>
<td>0.73</td>
<td>0.20</td>
<td>0.72</td>
<td>1.00</td>
</tr>
<tr>
<td></td>
<td>6.3</td>
<td>4.8</td>
<td>4.0</td>
<td>3.5</td>
<td>6.3</td>
<td>3.1</td>
<td>4.3</td>
<td>33.9</td>
<td>6.4</td>
<td>6.0</td>
</tr>
<tr>
<td>3.00</td>
<td>0.66</td>
<td>0.78</td>
<td>0.77</td>
<td>0.75</td>
<td>0.66</td>
<td>0.72</td>
<td>0.78</td>
<td>0.17</td>
<td>0.64</td>
<td>1.03</td>
</tr>
<tr>
<td></td>
<td>4.9</td>
<td>3.4</td>
<td>2.9</td>
<td>2.7</td>
<td>4.9</td>
<td>2.4</td>
<td>3.0</td>
<td>29.9</td>
<td>5.0</td>
<td>4.0</td>
</tr>
<tr>
<td>4.00</td>
<td>0.67</td>
<td>0.80</td>
<td>0.79</td>
<td>0.78</td>
<td>0.67</td>
<td>0.74</td>
<td>0.80</td>
<td>0.18</td>
<td>0.68</td>
<td>1.00</td>
</tr>
<tr>
<td></td>
<td>4.2</td>
<td>2.9</td>
<td>2.5</td>
<td>2.3</td>
<td>4.2</td>
<td>2.1</td>
<td>2.7</td>
<td>24.2</td>
<td>4.1</td>
<td>4.0</td>
</tr>
<tr>
<td>5.00</td>
<td>0.60</td>
<td>0.71</td>
<td>0.76</td>
<td>0.73</td>
<td>0.60</td>
<td>0.63</td>
<td>0.77</td>
<td>0.15</td>
<td>0.60</td>
<td>1.04</td>
</tr>
<tr>
<td></td>
<td>3.9</td>
<td>2.4</td>
<td>2.2</td>
<td>2.0</td>
<td>3.9</td>
<td>1.8</td>
<td>2.3</td>
<td>24.0</td>
<td>3.9</td>
<td>3.0</td>
</tr>
<tr>
<td>6.00</td>
<td>0.51</td>
<td>0.63</td>
<td>0.63</td>
<td>0.58</td>
<td>0.51</td>
<td>0.56</td>
<td>0.66</td>
<td>0.11</td>
<td>0.51</td>
<td>0.98</td>
</tr>
<tr>
<td></td>
<td>3.8</td>
<td>2.5</td>
<td>2.1</td>
<td>1.8</td>
<td>3.8</td>
<td>1.6</td>
<td>2.3</td>
<td>29.4</td>
<td>3.8</td>
<td>3.0</td>
</tr>
</tbody>
</table>

for the points,

$$x_1 = \delta/(n+1), \ x_2 = 2\delta/(n+1), \ldots, \ x_n = n\delta/(n+1).$$

A model is selected from Fourier regression models;

$$Y = \sum_{l=0}^{k-1} \cos \left\{ \frac{\pi l x}{\delta} \right\} \beta_{l+1} + \epsilon, \quad k=1, 2, \ldots, K.$$ 

Each model can be specified only by the length $k$ of the Fourier series so that the notation $k$ is used in the place of $j$. In this example, $\sigma = 0.99$, $n=400$ and $K=163$. The true number of variables is infinite since the regression function in (2.6) has an infinite Fourier series expansion. The risk minimum length $k^* = k(j^*)$ changes from 3 to 74 as $\sigma$ varies from 6.0 to 0.01. Efficiencies are obtained for the following selection procedures. A model $k$ is selected so as to minimize the corresponding statistic;

$$\text{AIC}(k) = n \log \hat{\sigma}^2(k) + 2k, \quad \text{(Akaike [2])}$$

$$\text{BIC}(k) = n \log \hat{\sigma}^2(k) + (\log n)k, \quad \text{(Schwarz [9], Akaike [3])}$$

$$\phi(k) = n \log \hat{\sigma}^2(k) + 2(\log \log n)k, \quad \text{(Hannan and Quinn [6])}$$

$$S_\phi(k) = n\hat{\sigma}^2(k) + 2k\hat{\sigma}^2(k), \quad \text{(Shibata [13])}$$

$$C_\phi = n\hat{\sigma}^2(k) + 2k\hat{\sigma}^2(K), \quad \text{(Mallows [8], C_\phi)}$$
FPE\(_{\alpha}(k) = n\hat{\sigma}^2(k) + ak\hat{\sigma}^2(k)\).
\[(\text{Akaike [1], Bhansali and Downham [5], Atkinson [4]})\]

For \(n = 400\), \(\phi(k)\) is approximately \(\text{FPE}_{0.36}(k)\) and \(\text{BIC}(k)\) is approximately \(\text{FPE}_{0.98}(k)\). Among these procedures, the FPE, the AIC, the \(S_n\) and the \(C_p\) procedures are only asymptotically mean efficient. The \(k^*\) denotes the selection which always takes the model \(k^*\). The mean efficiency of the \(k^*\) is always 1, so that the estimated efficiencies indicate how accurate our simulations are.

High efficiency of the FPE or the AIC, especially of the \(C_p\) is in contrast with the low efficiency of the \(S_n\) procedure. This may suggest a goodness of the replacement \(\hat{\sigma}(k)\) of \(\hat{\sigma}(k)\) in \(S_n(k)\), furthermore of the replacement \(\hat{\sigma}(K)\). Although the \(\text{FPE}_4\) and the \(\text{FPE}_6\) are not so clearly discriminated, the efficiency of the FPE quickly goes down as \(\alpha\) increase to 4.5 and 5.98. The above observation is valid only for the case \(k^* \geq 9\). Otherwise the efficiencies behave differently.
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