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1. Introduction and summary

Let \((\mathbb{R}^n, \mathcal{B}^n)\) be the Borel measurable space of the \(n\)-dimensional Euclidean space and let a parameter space \(\Theta\) be an open set of the \(k\)-dimensional Euclidean space \(\mathbb{R}^k\) with \(k < n\). We consider a family of probability measures on \(\mathcal{B}^n\), \(\Pi = \{P_\theta; \theta \in \Theta\}\), which are dominated by a \(\sigma\)-finite measure \(\mu\) on \(\mathcal{B}^n\). That is, \(P_\theta \ll \mu\) for all \(\theta \in \Theta\). We denote the Radon-Nikodym derivative of \(P_\theta\) with respect to \(\mu\) by

\[
dP_\theta/d\mu = f(x; \theta), \quad \theta \in \Theta.
\]

For an observation \(X\) having the distribution \(P_\theta\), let \(T = T(X)\) be an estimator of \(\theta\) which is a measurable function from \(\mathbb{R}^n\) to \(\Theta (\subset \mathbb{R}^k)\), and consider the factorization of the likelihood function

\[
f(X; \theta) = g(T; \theta)h(X; \theta | T)
\]

which is proposed in Section 3. The main result of this paper is that this factorization induces a decomposition of the Fisher information as follows:

\[
I_f(\theta) = I_g(\theta) + I_h(\theta).
\]

Such a decomposition plays an important role in the theory of statistical estimation; see, for instance, Edwards [2], Barndorff-Nielsen [1], and Shimizu [7].

In Section 2, we introduce some notions of differentiability of the square root of the likelihood function and the likelihood ratio function in the line of LeCam [5]. In Section 3, we propose a factorization of the likelihood function of the observation into the marginal and conditional likelihood functions, and state several properties related to the factorization. Section 4 is devoted to a study of differentiations of the marginal and conditional likelihood functions. Our main aim is to show that their differentiability is inherited from that of the likelihood function of the observation. We utilize the results related to conditioning devised in Loève [6], especially the concept of the relative
2. Differentiations of the square root of the likelihood function and the likelihood ratio function

We consider the square root of the likelihood function and the likelihood ratio function defined by

\[
\phi(\theta) = \phi^{1/2}(X; \theta)
\]

and

\[
X_\tau(\tau) = \phi(\theta + \tau)/\phi(\theta) - 1 = \phi^{1/2}(X; \theta + \tau)/\phi^{1/2}(X; \theta) - 1, \quad \text{for } \tau \in \mathbb{R}^k,
\]

respectively. The \( L_2 \)-norm of \( \phi \) is equal to 1:

\[
||\phi(\theta)|| = \left\{ \int \phi^2(\theta)\mu(dx) \right\}^{1/2} = 1.
\]

Hájek and Sidák [3] point out that the function \( X_\tau(\tau) \) has additional advantages than the log likelihood ratio function, \( \log \{ f(X; \theta + \tau)/f(X; \theta) \} \), since \( X_\tau(\tau) \) has always finite variance and is not troubled with the circumstance of whether probability density functions have the common support or not. But it is necessary to take into consideration the following quantity which evaluates the difference of their supports:

\[
\beta_\tau(\tau) = \int_{\{ x; f(x; \theta) = 0 \}} f(x; \theta + \tau)\mu(dx), \quad \text{say,}
\]

\[
= \int \{ 1 - \chi_\tau(x) \} f(x; \theta + \tau)\mu(dx),
\]

where \( \chi_\tau \) is the indicator function of the support of \( f(x; \theta) \), \( S_\tau(\theta) = \{ x; f(x; \theta) > 0 \} \) (say).

We define \( f(x; \theta) \) to be differentiable at \( \theta \) in mean with respect to \( \mu \) if there exists an absolutely integrable vector-valued function \( \hat{f}(x; \theta) \) called the derivative of \( f(x; \theta) \) such that

\[
\lim_{|\tau| \to 0} \frac{1}{|\tau|} \int |f(x; \theta + \tau) - f(x; \theta) - \hat{f}(x; \theta) \cdot \tau| \mu(dx) = 0.
\]

We define that \( \phi(\theta) \) is differentiable at \( \theta \) in quadratic mean with respect to \( \mu \) if there exists a square integrable vector-valued function \( \hat{\phi}(\theta) \) called the derivative of \( \phi \) such that

\[
\lim_{|\tau| \to 0} ||\phi(\theta + \tau) - \phi(\theta) - \hat{\phi}(\theta) \cdot \tau||/|\tau| = 0.
\]
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\[ = \lim_{|\tau| \to 0} \frac{1}{|\tau|} \left\{ \left[ |\phi(\theta + \tau) - \phi(\theta) - \phi(\theta) \cdot \tau| \right]^2 \mu(dx) \right\}^{1/2} = 0 . \]

Further, we say that \( X_\alpha \) is differentiable at \( \theta \) in mean or in quadratic mean with respect to \( P_\theta \) if there exists a random vector \( \dot{X}(\theta) \) called the derivative of \( X_\alpha \) such that \( \dot{X}(\theta) \) is absolutely integrable and

\[ \lim_{|\tau| \to 0} \frac{1}{|\tau|} E_\theta |X_\alpha(\tau) - \dot{X}(\theta) \cdot \tau| = 0 \]

or such that \( \dot{X}(\theta) \) is square integrable and

\[ \lim_{|\tau| \to 0} \frac{1}{|\tau|} \{ E_\theta |X_\alpha(\tau) - \dot{X}(\theta) \cdot \tau|^2 \}^{1/2} = 0 , \]

respectively. Of course, \( X_\alpha \) is differentiable in mean with the common derivative if it is so in quadratic mean.

The following lemma is called \("L_r\)-convergence theorem" (see Loève [6], p. 165).

**Lemma 2.1.** Let \( \{X_n\}_{n=1}^\infty \) and \( X \) be in an \( L_r \)-space. Then,

(i) \( \|X_n - X\|_r \to 0 \) as \( n \to \infty \),

if and only if

(ii) \( X_n \to X \) in probability as \( n \to \infty \) and

\( \|X_n\|_r \to \|X\|_r \) as \( n \to \infty \).

The following theorem and its corollary are rearrangements of several results due to LeCam [5], the proofs of which we give for the present paper to be self-contained.

**Theorem 2.1.** (i) \( X_\alpha \) is differentiable in quadratic mean at \( \theta \) if \( \phi(\theta) \) is differentiable in quadratic mean at \( \theta \).

(ii) The converse is also true if the following condition is assumed:

\[ \lim_{|\tau| \to 0} \frac{1}{|\tau|^2} \beta_\ell(\tau) = 0 . \]

**Proof.** For \( \lambda > 0 \) and \( \tau \in R^k \) with \( |\tau| = 1 \), we have

\[ \| (\phi(\theta + \lambda \tau) - \phi(\theta))/\lambda - \phi(\theta) \cdot \tau \|^2 = E_\theta |X_\alpha(\lambda \tau) - \dot{X}(\theta) \cdot \tau| + \| (1 - \ell) (\phi(\theta + \lambda \tau) - \lambda - \phi(\theta) \cdot \tau) \|^2 , \]

where we set

\[ \dot{X}(\theta) = \phi(\theta)/\phi(\theta) \quad \text{or} \quad \phi(\theta) = \dot{X}(\theta) \phi(\theta) . \]

(i) is an immediate consequence of (2.10) with \( \dot{X}(\theta) = \phi(\theta)/\phi(\theta) \). Further, we have from (2.10) that
(2.12) \[ \lim_{\lambda \to 0} \frac{1}{\lambda^2} \beta'/(\lambda \tau) = \| (1 - \chi') \phi(\theta) \cdot \tau \|^2, \]
and hence that

(2.13) \[ \lim_{\lambda \to 0} \frac{1}{\lambda} \beta'/(\lambda \tau) = 0. \]

Now, we shall show (ii). Letting \( \phi(\theta) = \dot{X}(\theta) \phi(\theta) \), we have \((1 - \chi') \phi(\theta) = 0\). Hence (2.10) becomes

(2.14) \[ \| [(\phi(\theta + \lambda \tau) - \phi(\theta))/\lambda - \phi(\theta) \cdot \tau \|^2 = E_x |X(\lambda \tau)/\lambda - \dot{X}(\theta) \cdot \tau|^2 + \beta'/(\lambda \tau)/\lambda^2. \]

This and (2.9) lead to the conclusion of (ii).

**Corollary 2.1.** If \( X_x \) is differentiable in quadratic mean at \( \theta \) and the condition (2.13) holds, then

(2.15) \[ E_x \dot{X}(\theta) = 0. \]

**Proof.** Let \( \lambda > 0 \) and \( \tau \in R^n \) with \( |\tau| = 1 \). By Lemma 2.1, it follows from (2.1)–(2.3), (2.8) and (2.13) that

(2.16) \[ -2 E_x \{ \dot{X}(\theta) \cdot \tau \} = \lim_{\lambda \to 0} -2 E_x \{ X(\lambda \tau)/\lambda \} \]
\[ = \lim_{\lambda \to 0} \| \phi(\theta + \lambda \tau) - \phi(\theta) \|^2/\lambda \]
\[ = \lim_{\lambda \to 0} \{ E_x |X(\lambda \tau)/\lambda + \beta'/(\lambda \tau)/\lambda | = 0. \]

**Theorem 2.2.** If \( X_x \) is differentiable in quadratic mean at \( \theta \) and the condition (2.13) holds, then \( f(x; \theta) \) is differentiable in mean at \( \theta \) with the derivative

(2.17) \[ \dot{f}(x; \theta) = 2 \dot{X}(\theta) f(x; \theta). \]

**Proof.** It is obvious that \( \dot{f}(x; \theta) \) is absolutely integrable since \( \dot{X}(\theta) \) is so with respect to \( P_x \). For \( \lambda > 0 \) and \( \tau \) with \( |\tau| = 1 \), it follows from (2.2) and (2.17) that

\[ \int |(\dot{f}(x; \theta + \lambda \tau) - f(x; \theta))/\lambda - 2 \dot{X}(\theta) \cdot \tau f(x; \theta)| \mu(dx) \]
\[ = E_x |X(\lambda \tau)/\lambda|^2 \lambda + 2 \dot{X}(\theta) \cdot \tau | + \beta'/(\lambda \tau)/\lambda \]
\[ \leq E_x |X(\lambda \tau)/\lambda|^2 \lambda + 2 E_x |X(\lambda \tau)/\lambda - \dot{X}(\theta) \cdot \tau|^2 + \beta'/(\lambda \tau)/\lambda. \]

Therefore, by Lemma 2.1 we see from (2.8) and (2.13) that the last three terms tend to zero as \( \lambda \to 0 \). Hence, the proof is complete.

**Corollary 2.2.** If \( \phi(\theta) \) is differentiable in quadratic mean at \( \theta \),
then $f(x; \theta)$ is differentiable in mean at $\theta$ with the derivative

$$f(x; \theta) = 2\phi(\theta)\phi(\theta).$$

**Remarks.** (a) By Lemma 2.1, it is easy to see that

$$\int f(x; \theta)\mu(dx) = 0$$

if $f(x; \theta)$ is differentiable in mean at $\theta$.

(b) According to LeCam [5], the condition (2.9) implies that $\{P^m_n\}$ and $\{P^m_{n\tau, \rho m}\}$ are contiguous.

3. **Factorization of likelihood function**

We refer to Chapter VIII of Loève [6] for the properties of conditioning mentioned in this section. From the fact that $P_\theta \ll \mu$ with $dP_\theta/d\mu = f(X; \theta)$, we see that the same domination holds between the measures on $(R^*, \mathcal{B}^*)$ induced by an estimator of $\theta$, $T=T(X)$: $P^*_T \ll \mu^T$. We denote the Radon-Nikodym derivative of $P^*_T$ with respect to $\mu^T$ by

$$dP^*_T/d\mu^T = g(t; \theta), \quad \theta \in \Theta,$$

which we may regard as the marginal likelihood function of $T$. For the support of $g(T(x); \theta)$,

$$S_\theta(x) = \{x; g(T(x); \theta) > 0\}, \quad \text{say},$$

it holds that $S_\theta(x) \in T^{-1}(\mathcal{B}^*)$ and

$$P_\theta[S_\theta(x)] = \int_{S_\theta(x)} f(x; \theta)\mu(dx) = \int_{S_\theta(x)} g(T(x); \theta)\mu(dx) = 0.$$

The following theorem is an immediate consequence of (3.2).

**Theorem 3.1.** Set

$$h(x; \theta | t) = \begin{cases} f(x; \theta) / g(t; \theta), & \text{if } T(x) = t \text{ and } g(t; \theta) > 0, \\ 1, & \text{if } T(x) = t \text{ and } g(t; \theta) = 0, \quad \text{and} \\ 0, & \text{otherwise}. \end{cases}$$

Then, it holds:

$$f(X; \theta) = g(T; \theta) h(X; \theta | T), \quad \text{a.s. } [P_\theta].$$

We call this the factorization of the likelihood function of observation, $f(X; \theta)$, into the marginal likelihood function of an estimator
$T = T(X)$, $g(T; \theta)$, and the conditional likelihood function of $X$ given $T$, $h(X; \theta | T)$.

On the other hand, since $P_{\theta}$ is a probability measure on $(\mathbb{R}^n, \mathcal{B}^n)$, it is known that there exists a regular conditional probability of $P_{\theta}$ given $T(X) = t$, $P_{\theta}(\cdot | t)$, satisfying

$$P_{\theta}(A \cap T^{-1}(B)) = \int_{A} P_{\theta}(A | t) g(t; \theta) \mu^T(dt)$$
$$= \int_{B} \left( \int_{A} P_{\theta}(dx | t) \right) g(t; \theta) \mu^T(dt) ,$$

for all $A \in \mathcal{B}^n$ and all $B \in \mathcal{B}^s$. More generally, it follows that for an integrable function $u(x)v(T(x))$

$$E_{\theta} \{ u(X) v(T(X)) \} = \int u(x)v(T(x)) f(x; \theta) \mu(dx)$$
$$= \int \left( \int u(x) P_{\theta}(dx | t) \right) v(t) g(t; \theta) \mu^T(dt) .$$

We put the sense of (3.5) down symbolically as

$$f(x; \theta) \mu(dx) = g(t; \theta) \mu^T(dt) P_{\theta}(dx | t) .$$

Then, comparing (3.4) with (3.6), we could identify

$$h(x; \theta | t) \quad \text{and} \quad P_{\theta}(dx | t) / \mu(dx) ,$$

in many regular cases. But we note that (3.6) means only (3.5) while (3.4) itself makes sense. It is well-known that, if $T(X)$ is a sufficient statistic for $\Pi = \{ P_{\theta}; \theta \in \Theta \}$, there exists the conditional probability kernel $h(x | t)$, which is independent of parameter $\theta$, so that the factorization theorem holds.

Now, similarly as in (2.1) and (2.2) we consider the square roots of the marginal and conditional likelihood functions and their likelihood ratio functions defined by

$$\phi(\theta) = g^{1/2}(T; \theta) , \quad \zeta(\theta) = h^{1/2}(X; \theta | T) ,$$

and

$$Y_{\theta}(\tau) = \phi(\theta + \tau) / \phi(\theta) - 1 = g^{1/2}(T; \theta + \tau) / g^{1/2}(T; \theta) - 1 ,$$

$$Z_{\theta}(\tau) = \zeta(\theta + \tau) / \zeta(\theta) - 1 = h^{1/2}(X; \theta + \tau | T) / h^{1/2}(X; \theta | T) - 1 ,$$

for $\theta$ and $\theta + \tau \in \Theta$, respectively. Then, we have:

**Lemma 3.1.**

$$E_{\theta} | X(\tau) - Y_{\theta}(\tau) - Z_{\theta}(\tau) - Y_{\theta}(\tau) Z_{\theta}(\tau) | = 0 .$$
PROOF. It follows from (3.3) and (3.4) that
\[
E_x[(X_\tau+1)-(Y_\tau+1)(Z_\tau+1)] \\
= \int_{\{\omega(T(x);x+\tau)\}=0} \phi(\theta+\tau)\phi(\theta)\mu(dx) = 0.
\]
This is the conclusion of this lemma.

We use the "relative conditional expectation" of an integrable function \(u(x)\) given \(T(x)=t\) with respect to a \(\sigma\)-finite measure \(\mu\), \(E_x(u|t)\), such that \(E_x(u|t)\) is \(\mathcal{B}^x\)-measurable and satisfies
\[
(3.10) \quad \int u(x)\mu(dx) = \int E_x(u|t)\mu^t(dt) = \int E_x(u|T(x))\mu(dx).
\]
We could also refer to Loève [6] above, or go back to Halmos and Savage [4], for the concept of the relative conditional expectation.

**Lemma 3.2.** (i) \(g(T;\theta)=E_x[f(X;\theta)|T]\), a.s. \([\mu^T]\).
(ii) More generally, for an integrable function \(u(x)\),
\[
(3.11) \quad E_x[u(X)|T]g(T;\theta)=E_x[u(X)f(X;\theta)|T], \quad \text{a.s. } [\mu^T].
\]

**Proof.** It follows from the definitions of conditional and relative conditional expectations according to \(P_x\) and \(\mu\), respectively, that
\[
E_x\{u(X)\} = \int E_x[u(X)|t]g(t;\theta)\mu^t(dt) \\
= \int E_x[u(X)f(X;\theta)|T]\mu^t(dt).
\]
This means (3.11).

It is easy to see from (3.3) and Lemma 3.2 that \(h(x;\theta|t)\) behaves as a conditional probability density function: that is \(h(x;\theta|t)\geq0\) and
\[
(3.12) \quad E_x[h(X;\theta|t)|t] = 1 \quad \text{a.s. } [\mu^T].
\]
Further, we have the following relations which play useful and essential roles in the present paper:

**Lemma 3.3.**
(i) \(E_x[X_\tau] = -\|\phi(\theta+\tau) - \phi(\theta)\|^2/2 = -\{E_x[X_\tau]\}^2 + \beta_\tau(\tau)/2\).
(ii) \(E_x[Y_\tau] = -\|\phi(\theta+\tau) - \phi(\theta)\|^2/2 = -\{E_x[Y_\tau]\}^2 + \beta_\tau(\tau)/2\),
where \(\beta_\tau(\tau)\) is defined in the same way as in (2.4) taking \(g(t;\theta)\) in place of \(f(x;\theta)\).
(iii) \(E_x[Z_\tau|T] = -E_x[\zeta(\theta+\tau) - \zeta(\theta)]/2 \)
\[
= -\{E_x[Z_\tau|T]\}^2 + E_x[1-\chi_\tau^T(X)]h(X;\theta+\tau|T)|T]/2,
\]
where \(\chi_\tau^T\) is the indicator function of the support of \(h(x;\theta|T)\).
PROOF. (i) is immediately proved from (2.1)-(2.4) and (ii) is similarly done. It follows from (3.11) that

\begin{equation}
E_\theta[Z_{\tau}(\tau)|T] = E_\theta[h^{1/\alpha}(X; \theta + \tau|T) h^{1/\alpha}(X; \theta|T) - 1|T].
\end{equation}

This and (3.12) lead to the conclusion of (iii).

Hereafter, we show that \(g(T; \theta)\) and, consequently, \(h(X; \theta|T)\) also inherit from \(f(X; \theta)\) such properties as (2.9) and (2.16).

**Theorem 3.2.** Suppose

\begin{equation}
\lim_{|\tau| \to 0} E_\theta[X_{\tau}(\tau)]/|\tau| = 0,
\end{equation}

then it holds that

\begin{equation}
\lim_{|\tau| \to 0} E_\theta[Y_{\tau}(\tau)]/|\tau| = 0,
\end{equation}

and

\begin{equation}
\lim_{|\tau| \to 0} E_\theta[(Y_{\tau}(\tau) + 1) E_\theta[Z_{\tau}(\tau)|T]]/|\tau| = 0.
\end{equation}

PROOF. We see from (3.9) and by Lemma 3.3 that

\[ E_\theta[X_{\tau}(\tau)]/|\tau| = E_\theta[Y_{\tau}(\tau)]/|\tau| + E_\theta[(Y_{\tau}(\tau) + 1) E_\theta[Z_{\tau}(\tau)|T]]/|\tau|, \]

each term of which is non-positive, and hence we conclude that the convergence to zero of the term on the left-hand side implies the same fact of each term on the right-hand side.

**Corollary 3.1.** Suppose the same assumption as in Theorem 3.2 and

\begin{equation}
\lim_{|\tau| \to 0} E_\theta[Y_{\tau}(\tau)]/|\tau| < \infty.
\end{equation}

Then, we have

\begin{equation}
\lim_{|\tau| \to 0} E_\theta[Y_{\tau}(\tau) Z_{\tau}(\tau)]/|\tau| = 0,
\end{equation}

and hence,

\begin{equation}
\lim_{|\tau| \to 0} E_\theta[Z_{\tau}(\tau)]/|\tau| = 0.
\end{equation}

PROOF. Let \(\lambda > 0\) and \(|\tau| = 1\). By (iii) of Lemma 3.3, it holds that

\[ E_\theta[Z_{\tau}(\lambda \tau)]/|\tau| \leq -2 E_\theta[Z_{\tau}(\lambda \tau)]/\lambda \]
\[ \leq 2 E_\theta[Y_{\tau}(\lambda \tau)]/|\tau| - 2 E_\theta[(Y_{\tau}(\lambda \tau) + 1) E_\theta[Z_{\tau}(\lambda \tau)|T]]/\lambda, \]

and therefore that

\begin{equation}
\lim_{\lambda \to 0} E_\theta[Z_{\tau}(\lambda \tau)]/|\lambda| \leq 2 \lim_{\lambda \to 0} E_\theta[Y_{\tau}(\lambda \tau)]/|\lambda| < \infty.
\end{equation}
Since
\[ E_{\theta}|Y_{\theta}(\lambda \tau)Z_{\theta}(\lambda \tau)|/\lambda \leq [E_{\theta}|Y_{\theta}(\lambda \tau)|^2/\lambda]^{1/2} [E_{\theta}|Z_{\theta}(\lambda \tau)|^2/\lambda]^{1/2}, \]
(3.18) is proved by (ii) of Lemma 3.3, (3.15) and (3.20). This and (3.16) lead to (3.19). The proof is complete.

**Theorem 3.3.** (i) The condition (2.9) for \( f(X; \theta) \) produces the same condition for \( g(T; \theta) \):

\[ \lim_{|\tau| \to 0} \beta_{\tau}^{\theta}(\tau)/|\tau|^2 = 0. \]

(ii) Suppose
\[ \lim_{|\tau| \to 0} E_{\theta}|X_{\theta}(\tau)|^2/|\tau|^2 < \infty, \]
then the condition (2.9) produces the similar one for \( h(X; \theta | T) \):

\[ \lim_{|\tau| \to 0} E_{\theta}[E_{\theta}[(1 - \chi_{\theta}^{\tau}(X))h(X; \theta + \tau | T)| T]]/|\tau|^2 = 0. \]

Thus, it holds in these situations that
\[ \lim_{|\tau| \to 0} [2 E_{\theta}(X_{\theta}(\tau)) + E_{\theta}|X_{\theta}(\tau)|^2]/|\tau|^2 = 0, \]
\[ \lim_{|\tau| \to 0} [2 E_{\theta}(Y_{\theta}(\tau)) + E_{\theta}|Y_{\theta}(\tau)|^2]/|\tau|^2 = 0, \quad \text{and} \]
\[ \lim_{|\tau| \to 0} [2 E_{\theta}(Z_{\theta}(\tau)) + E_{\theta}|Z_{\theta}(\tau)|^2]/|\tau|^2 = 0. \]

**Proof.** (i) Since \( P_{\theta}[g(T(X); \theta) = 0] = 0 \), it is sufficient for (3.21) to show that, for \( A \in \mathfrak{B}^n \) with \( P_{\theta}(A) = 0 \),

\[ \lim_{|\tau| \to 0} P_{\theta}(A)/|\tau|^2 = 0. \]

Recalling that \( S_{\theta}(\theta) \) is the support of \( f(x; \theta) \), we easily see
\[ 0 = P_{\theta}(A) = \int_{A \cap S_{\theta}(\theta)} f(x; \theta) \mu(dx) \]
and therefore, we have
\[ \mu[A \cap S_{\theta}(\theta)] = 0. \]

Thus, we have
\[ P_{\theta}(A) = \int_{A \cap S_{\theta}(\theta)} f(x; \theta + \tau) \mu(dx) + \int_{A \setminus S_{\theta}(\theta)} f(x; \theta + \tau) \mu(dx) \leq \beta_{\tau}^{\theta}(\tau). \]

Consequently, this and (2.9) imply (3.25) and hence (3.21).

(ii) Set
\[ \beta_{\tau}^{\theta}(\tau) = E_{\theta}[(1 - \chi_{\theta}^{\tau}(X))h(X; \theta + \tau | T)| T]. \]
It follows from (2.9), (3.3) and (3.11) that

\[(3.27) \quad E_{*++} [\beta^*_n(\tau) \mid \tau] = E_{*++} [1 - \chi^*_n(X) \mid \tau] \leq E_{*++} [1 - \chi^*_n(X) \mid \tau] = \beta^*_n(\tau) \mid \tau \mid \rightarrow 0 \quad \text{as} \quad \mid \tau \mid \rightarrow 0.\]

Since \(0 \leq \beta^*_n(\tau) \leq 1\), it holds that

\[(3.28) \quad |E_{*++} [\beta^*_n(\tau) - E_\tau [\beta^*_n(\tau)] \mid \tau]| \leq \int (\phi(\theta + \tau) - \phi(\theta))(\phi(\theta + \tau) + \phi(\theta))\beta^*_n(\tau) \mu^\tau(dt) \mid \tau \mid^2 \leq \beta^*_n(\tau) \mid \tau \mid^2 + \left[ E_\tau [Y_\tau(\tau^2) \mid \tau \mid^2] \right]^{1/2} \left[ E_{*++} [\beta^*_n(\tau)] \mid \tau \mid + E_\tau [\beta^*_n(\tau)] \mid \tau \mid \right].\]

Since (2.9) and (3.22) imply

\[\lim_{\mid \tau \mid \rightarrow 0} [-E_\tau [X_\tau(\tau)] \mid \tau \mid^2] = \lim_{\mid \tau \mid \rightarrow 0} E_\tau [X_\tau(\tau)] \mid \tau \mid^2 < \infty, \]

(3.14) holds. Further, by using (3.21) and similarly as the proof of Theorem 3.2 we see that

\[\lim_{\mid \tau \mid \rightarrow 0} E_\tau [Y_\tau(\tau)] \mid \tau \mid^2 = \lim_{\mid \tau \mid \rightarrow 0} [-E_\tau [Y_\tau(\tau)] \mid \tau \mid^2] \leq \lim_{\mid \tau \mid \rightarrow 0} [-E_\tau [X_\tau(\tau)] \mid \tau \mid^2] < \infty\]

and hence, that (3.17) holds. Then, by (iii) of Lemma 3.3 and Corollary 3.1 we have

\[(3.29) \quad \lim_{\mid \tau \mid \rightarrow 0} E_\tau [\beta^*_n(\tau)] \mid \tau \mid = 0.\]

Thus, we obtain (3.23) from (3.21), (3.22) and (3.27)–(3.29).

4. Differentiability of the marginal and conditional likelihood functions and decomposition of Fisher information

In this section we show that the marginal likelihood function of an estimator \(T, g(T; \theta)\), and the conditional likelihood function of \(X\) given \(T, h(X; \theta|T)\) inherit differentiabilities with respect to \(\theta\) from the likelihood function of observation \(X, f(X; \theta)\), while we show in the previous section that the former inherit some other regularity conditions from the last.

**Theorem 4.1.** If \(f(x; \theta)\) is differentiable in mean at \(\theta\) (see (2.5)), then \(g(t; \theta)\) is also differentiable in mean at \(\theta\):

\[(4.1) \quad \lim_{\mid \tau \mid \rightarrow 0} \int [g(t; \theta + \tau) - g(t; \theta) - \dot{g}(t; \theta) \cdot \tau \mid \mu^\tau(dt)] \mid \tau \mid = 0\]

with the derivative
(4.2) \[ \dot{\gamma}(T; \theta) = E_s[\dot{f}(X; \theta)|T] \, . \]

**Proof.** Let \( \lambda > 0 \), \(|\tau|=1 \) and \( \dot{\gamma}(T; \theta) = E_s[\dot{f}(X; \theta)|T] \). It follows from (2.5) and (i) of Lemma 3.2 that

\[
\int \frac{|\{g(t; \theta + \lambda \tau) - g(t; \theta)\}|}{\lambda - \dot{\gamma}(T; \theta) \cdot \tau} \mu(dt) \\
= \int E_s[|\{f(X; \theta + \lambda \tau) - f(X; \theta)\}|/\lambda - \dot{f}(X; \theta) \cdot \tau|T=t] \mu(dt) \\
\leq \int |\{f(X; \theta + \lambda \tau) - f(X; \theta)\}|/\lambda - \dot{f}(X; \theta) \cdot \tau \mu(dx) \to 0 ,
\]

as \( \lambda \to 0 \).

This is the conclusion of the theorem.

Similarly as in (2.9), it is obvious that

\[
\int \dot{\gamma}(t; \theta) \mu(dt) = 0 .
\]

**Theorem 4.2.** If \( X_s \) is differentiable in quadratic mean at \( \theta \) (see (2.8)) and if the condition (2.13) holds, then not only \( X_s \) but also \( Y_s \) and \( Z_s \) are differentiable in mean at \( \theta \), letting derivatives be defined by

(4.3) \[ \dot{Y}(\theta) = E_s[\dot{X}(\theta)|T] \, , \quad \text{say} , \]

and

(4.4) \[ \dot{Z}(\theta) = \dot{X}(\theta) - E_s[\dot{X}(\theta)|T] \, , \quad \text{say} , \]

\[ = \dot{X}(\theta) - \dot{Y}(\theta) , \]

respectively.

**Proof.** 1°. Let \( \lambda > 0 \) and \(|\tau|=1 \). Since differentiability in quadratic mean implies differentiability in mean with the same derivative, it is obvious that \( X_s \) is differentiable in mean:

(4.5) \[ \lim_{\lambda \to 0} E_s[X_s(\lambda \tau)/\lambda - \dot{X}(\theta) \cdot \tau] = 0 . \]

2°. Theorem 2.2 states that under the same condition as in the present theorem \( f(x; \theta) \) is differentiable in mean with the derivative \( \dot{f}(X; \theta) = 2\dot{X}(\theta)f(X; \theta) \). Therefore, by Theorem 4.1 it follows from (3.11) and (4.3) that \( g(T; \theta) \) is differentiable in mean with the derivative

(4.6) \[ \dot{g}(T; \theta) = 2\dot{Y}(\theta)g(T; \theta) . \]

We see from (3.7), (3.8) and (4.6) that

(4.7) \[ E_s[Y_s(\lambda \tau)/\lambda - \dot{Y}(\theta) \cdot \tau] \]
\[
= \int \left[ \| \phi(\theta + \lambda \tau) \phi(\theta) - g(t; \theta) \| \lambda - \dot{g}(t; \theta) \cdot \tau \right] / 2 \| \mu^\tau(dt)
\]
\[
\leq \frac{1}{2} \int \left[ \| g(t; \theta + \lambda \tau) - g(t; \theta) \| \lambda - \dot{g}(t; \theta) \cdot \tau \right] / \mu^\tau(dt)
\]
\[
+ \frac{1}{2} \| \phi(\theta + \lambda \tau) - \phi(\theta) \| / \lambda .
\]

It follows from Corollary 2.1 and (2.16) that the condition (3.14) in Theorem 3.2 holds and hence, from (ii) of Lemma 3.3 and (3.15) that the last term in (4.7) converges to zero as \( \lambda \to 0 \). This and the differentiability of \( g(T; \theta) \) conclude that of \( Y_s \) in mean:

\[
(4.8) \quad \lim_{\lambda \to 0} E_s | Y_s(\lambda \tau) / \lambda - \dot{Y}(\theta) \cdot \tau | = 0 .
\]

3°. By Lemma 2.1 and (4.8), it holds that

\[
(4.9) \quad \lim_{\lambda \to 0} E_s | Y_s(\lambda \tau) / \lambda = E_s | \dot{Y}(\theta) \cdot \tau | < \infty .
\]

Therefore, by Corollary 3.1 we have that (3.18) holds. It follows from (3.9), (4.3) and (4.4) that

\[
(4.10) \quad E_s\left[ X_s(\lambda \tau) \lambda - \dot{X}(\theta) \cdot \tau \right] - \left[ Y_s(\lambda \tau) \lambda - \dot{Y}(\theta) \cdot \tau \right]
- \left[ Z_s(\lambda \tau) \lambda - \dot{Z}(\theta) \cdot \tau \right] + Y_s(\lambda \tau) Z_s(\lambda \tau) / \lambda = 0 .
\]

Thus, we have that

\[
E_s | Z_s(\lambda \tau) / \lambda - \dot{Z}(\theta) \cdot \tau |
\]
\[
\leq E_s | X_s(\lambda \tau) / \lambda - \dot{X}(\theta) \cdot \tau | + E_s | Y_s(\lambda \tau) / \lambda - \dot{Y}(\theta) \cdot \tau | + E_s | Y_s(\lambda \tau) Z_s(\lambda \tau) / \lambda \to 0 ,
\]

considering (3.18), (4.5) and (4.8). This concludes the differentiability of \( Z_s \) in mean. Therefore, the proof of the present theorem is complete.

**Theorem 4.3.** If \( X_s \) is differentiable in quadratic mean at \( \theta \) and if the condition (2.9) holds, then \( Y_s \) and \( Z_s \) are also differentiable in quadratic mean at \( \theta \) with the same derivative as in Theorem 4.2, respectively.

**Proof.** 1°. Let \( \lambda > 0 \) and \( | \tau | = 1 \). It follows from (2.8) and by Lemma 2.1 that

\[
(4.11) \quad \lim_{\lambda \to 0} E_s | X_s(\lambda \tau) / \lambda^2 = E_s | \dot{X}(\theta) \cdot \tau | < \infty ,
\]

and hence that (3.23) and (3.24) hold. The condition (2.9) implies (2.13) and hence the conclusion of Theorem 4.2 holds.

2°. It follows from (4.3), (4.4) and (4.11) that

\[
(4.12) \quad E_s | \dot{X}(\theta) \cdot \tau | = E_s | \dot{Y}(\theta) \cdot \tau | + E_s | \dot{Z}(\theta) \cdot \tau | .
\]
By Lemma 2.1 and Theorem 4.2, we have that
\[ X_s(\lambda \tau) / \lambda \to \dot{X}(\theta) \cdot \tau, \]
\[ Y_s(\lambda \tau) / \lambda \to \dot{Y}(\theta) \cdot \tau, \quad \text{and} \]
\[ Z_s(\lambda \tau) / \lambda \to \dot{Z}(\theta) \cdot \tau \]
in probability as \( \lambda \to 0 \), respectively. Thus, by Fatou’s Lemma we have that
\begin{equation}
\lim_{\lambda \to 0} E_s[Y_s(\lambda \tau)]^2/\lambda^2 \geq E_s[\tilde{Y}(\theta) \cdot \tau]^2, \quad \text{and}
\end{equation}
\begin{equation}
\lim_{\lambda \to 0} E_s[Z_s(\lambda \tau)]^2/\lambda^2 \geq E_s[\tilde{Z}(\theta) \cdot \tau]^2.
\end{equation}
In the same way, we have from (iii) of Lemma 3.3 that
\begin{equation}
2 \lim_{\lambda \to 0} E_s[(Y_s(\lambda \tau) + 1)(-Z_s(\lambda \tau))] / \lambda^2
\end{equation}
\[ \geq E_s[(Y_s(\lambda \tau) + 1)E_s[Z_s(\lambda \tau)]^2/T]/\lambda^2 \geq E_s[\tilde{Z}(\theta) \cdot \tau]^2. \]

Now, it follows from (3.9) similarly as in (4.10) that
\[ E_s[-X_s(\lambda \tau)] / \lambda^2 = E_s[-Y_s(\lambda \tau)] / \lambda^2 + E_s[(Y_s(\lambda \tau) + 1)(-Z_s(\lambda \tau))] / \lambda^2, \]
which together with (3.24), (4.11), (4.12) and (4.15) implies that
\begin{equation}
\lim_{\lambda \to 0} E_s[Y_s(\lambda \tau)]^2 / \lambda^2 = 2 \lim_{\lambda \to 0} E_s[-Y_s(\lambda \tau)] / \lambda^2
\end{equation}
\[ = 2 \lim_{\lambda \to 0} E_s[-X_s(\lambda \tau)] / \lambda^2 - 2 \lim_{\lambda \to 0} E_s[(Y_s(\lambda \tau) + 1)(-Z_s(\lambda \tau))] / \lambda^2
\end{equation}
\[ \leq E_s[\tilde{Y}(\theta) \cdot \tau]^2. \]
Therefore, it follows from (4.14) and (4.16) that
\begin{equation}
\lim_{\lambda \to 0} E_s[Y_s(\lambda \tau)]^2 / \lambda^2 = E_s[\tilde{Y}(\theta) \cdot \tau]^2
\end{equation}
and consequently, that
\begin{equation}
2 \lim_{\lambda \to 0} E_s[(Y_s(\lambda \tau) + 1)(-Z_s(\lambda \tau))] / \lambda^2 = E_s[\tilde{Z}(\theta) \cdot \tau]^2.
\end{equation}
We conclude from (4.13), (4.17) and Lemma 2.1 that \( Y_s \) is differentiable in quadratic mean:
\begin{equation}
\lim_{\lambda \to 0} E_s[Y_s(\lambda \tau)] / \lambda - \dot{Y}(\theta) \cdot \tau = 0.
\end{equation}

3°. Since
\[ 2 \ E_s[-X_s(\lambda \tau)] / \lambda^2 \]
\[ = 2 \ E_s[-Y_s(\lambda \tau)] / \lambda^2 + 2 \ E_s[-Z_s(\lambda \tau)] / \lambda^2 - 2 \ E_s[Y_s(\lambda \tau)Z_s(\lambda \tau)] / \lambda^2, \]
we have from (3.24) and (4.11) that
\[
\lim_{\lambda \to 0} E_{\theta} | Y_{\theta}(\lambda \tau) - Z_{\theta}(\lambda \tau) |^2 / \lambda^2 = E_{\theta} | \dot{X}(\theta) \cdot \tau |^2.
\]

Similarly as (4.12), it is easy to see that
\[
E_{\theta} | \dot{Y}(\theta) \cdot \tau - \dot{Z}(\theta) \cdot \tau |^2 = E_{\theta} | \dot{X}(\theta) \cdot \tau |^2
\]
and hence that
\[
(4.20) \quad \lim_{\lambda \to 0} E_{\theta} | Y_{\theta}(\lambda \tau) - Z_{\theta}(\lambda \tau) |^2 / \lambda^2 = E_{\theta} | \dot{Y}(\theta) \cdot \tau - \dot{Z}(\theta) \cdot \tau |^2.
\]

From (4.13), we see
\[
(4.21) \quad | Y_{\theta}(\lambda \tau) - Z_{\theta}(\lambda \tau) | / \lambda \to | \dot{Y}(\theta) \cdot \tau - \dot{Z}(\theta) \cdot \tau |.
\]
Thus, by Lemma 2.1 it holds from (4.20) and (4.21) that
\[
(4.22) \quad \lim_{\lambda \to 0} E_{\theta} | (Y_{\theta}(\lambda \tau) - Z_{\theta}(\lambda \tau)) / \lambda - (\dot{Y}(\theta) \cdot \tau - \dot{Z}(\theta) \cdot \tau) |^2 = 0.
\]

(4.19) and (4.22) lead to the differentiability in quadratic mean of $Z_{\theta}$:
\[
\lim_{\lambda \to 0} E_{\theta} | Z_{\theta}(\lambda \tau) / \lambda - \dot{Z}(\theta) \cdot \tau |^2 = 0.
\]
The proof of the theorem is complete.

In the same situation as Theorem 4.3, considering (4.13), we define the Fisher information metrics of $f(X; \theta)$, $g(T; \theta)$ and $h(X; \theta | T)$ by
\[
I_f(\theta) = 4 E_{\theta} \{ \dot{X}(\theta) \dot{X}(\theta)' \},
\]
\[
I_g(\theta) = 4 E_{\theta} \{ \dot{Y}(\theta) \dot{Y}(\theta)' \}, \quad \text{and}
\]
\[
I_h(\theta) = 4 E_{\theta} \{ \dot{Z}(\theta) \dot{Z}(\theta)' \},
\]
respectively, which are confirmed by the facts of (2.17) and (4.6). Then, from (4.12) we obtain the main result (1.3):

**Theorem 4.4.** The Fisher information matrix of the likelihood function of observation is decomposed into those of the marginal and conditional likelihood functions:
\[
I_f(\theta) = I_g(\theta) + I_h(\theta).
\]
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