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Summary

Associated with each zonal polynomial, C(S), of a symmetric matrix
S, we define a differential operator 9,, having the basic property that
0.C(S)=3.,, & being Kronecker’s delta, whenever « and 2 are partitions
of the non-negative integer k. Using these operators, we solve the
problems of determining the coefficients in the expansion of (i) the
product of two zonal polynomials as a series of zonal polynomials, and
(ii) the zonal polynomial of the direct sum, S@T, of two symmetric
matrices S and 7, in terms of the zonal polynomials of S and T. We
also consider the problem of expanding an arbitrary homogeneous sym-
metric polynomial, P(S) in a series of zonal polynomials. Further,
these operators are used to derive identities expressing the doubly gen-

eralised binomial coefficients < f,), P(S) being a monomial in the power

sums of the latent roots of S, in terms of the coefficients of the zonal
polynomials, and from these, various results are obtained.

1. Introduction

The basic idea forming the foundation of this communication is to
be found in the paper of Foulkes [6] who, taking advantage of the
orthogonality properties of the characters of the symmetric group,
associated with each Schur-function y.(S) of a symmetric matrix S, a
certain differential operator D, having the basic property that D,y.(S)
=4d,,, 8 being Kronecker’s delta, whenever ¥ and 1 are partitions of
the non-negative integer k. Foulkes then and later (cf. [5]) used these
operators in a variety of situations.

In similar fashion, with an eye on the orthogonality relations
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(James [9], [10]) for the zonal polynomial coefficients, we define a dif-
ferential operator 9, corresponding to each zonal polynomial C(S), which
has the basic property that 9,C,(S)=4.;,, whenever k and 2 are partitions
of the same integer. With relative ease, solutions are obtained to the
problems (Hayakawa [8], Khatri and Pillai [11], Davis [4]) of expanding
(i) C(S)C.S) as a linear combination of zonal polynomials (Section 3),
and (ii) C(S@®T), S and T being symmetric matrices, in terms of the
zonal polynomials of S and T (Section 4); in both cases, the coefficients
of the expansion are expressed in terms of the coefficients of the zonal
polynomials.

Section 5 treats the problem of expanding an arbitrary homogene-
ous symmetric polynomial, P(S), as a linear combination of zonal poly-
nomials. When P(S) is restricted to be a monomial in the power sums
of the latent roots of S, it turns out that the generalised binomial
coefficients (Constantine [3], Bingham [1]) can be expressed in terms of
the zonal polynomial coefficients. This is used to show that a result
of Bingham [1] is equivalent to a generalisation of one of James’ [10]
orthogonality relations.

2. Notation and preliminaries

1. Throughout, partitions will be denoted as follows:

(a) «kkE signifies that ¢ is a partition of the non-negative integer k.
(This notation seems to be universal among algebraists; in any case,
it has obvious advantages over the notation “x € &,”.);

(b) k=(ky, ky,- -, k) signifies that the parts of « are k,=k,=---=k,;
(¢) v=(1122...k*) signifies that exactly »; parts of » are equal to .

We shall also denote the length of a partition k, i.e. the number
of non-zero parts of x by #(x).

If y=11 22 x>k, p={1712%...lr)-1, we define |[v|=y,+v,+ -
Fu,, vi=pl !, and v+ o=t 20t S 4L

2. Let k=(ky, ky,+++, k, )k, and S be an mXm symmetric matrix,
with s, Sz, +, 8, + -, being the power sums of the latent roots of S. Let
(2.1) CS) = (xraer(1)2*(K) [(2K)1) Z.(S)

be the zonal polynomial (Constantine [2], James [10]) corresponding to
k where

(2.2) Z(S)=3] z,,801852+ - -8k

vi-k

is the zonal polynomial of James [9], and yp (1) is the degree of the
representation [2«] of the symmetric group on 2k symbols. If the co-
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efficients ¢,, are defined analogously for C(S), James [9], [10] gives or-
“thogonality relations for the z., ¢, which we state as

(2'3) Z zxvclv/z(k)u = 3:1 ;
(2'4) 2 zxvctp = 6upz(k)p .

It is well-known (cf. James [10], Gupta and Richards [7]) that
(2.5) 2 =28(k) V1241422 - - (2k)® y=_112"2-Hk.

DEFINITION. Let x—k. The differential operator associated with
C.(S) is

3!

2.6 0.= 33 (ulvl2w.) s
( ) ;( /IJ (k))asl"las;z"'asl:k

Using (2.8), it is easy to see that 9,Ci(S)=4d.;, Ak, kk.

3. Expansion of the product of zonal polynomials

Let k—k, 21, k+l=f. Hayakawa [8] (cf. Khatri and Pillai [11])
defines coefficients b?,, ¢ f, by the expansion

3.1) C(S)C(S)=1b2 ,C«(S) .
@
We then have

THEOREM 3.1. If the coefficients b, are as in (3.1), then

(3.2) bl =23 (24u/2¢p00) 23 20 €y -
ni=f vi-k pi-1
vtp=p
Proor. Applying the differential operator 9, to both sides of (3.1),
we obtain

(8.8)  b2,=0,{C(S)Ci(S)}
|l
:E(zwlz(ﬁ##!)a—<2 C. 8. .s;x:) <2 €810 - -s,”l> .

08f1. . .asfﬁ‘f vk o=l

But when the operator o'*'/osf1-.-0s/s is applied to the monomial s;ite
-sp2te2. .. the result is zero if v+ p#p, and p! if v+p=p. From this,
(3.2) follows.

A number of identities for the coefficients b, can be obtained from
Theorem 3.1. We express them as

COROLLARY 3.1. Let t={12%2...f7yf. Then,
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(3‘4) %bf,lc¢r= 2 cncclp .

v+p=rt

ProorF. One way to prove (3.4) is to use (3.2) and the orthogonality
relation (2.4) and proceed in a straightforward manner. A second proof
can in fact be derived by applying the differential operator o''/as:. - -
X ds/r to both sides of (3.1).

The identities given by Corollary 3.1 serve as useful checks in
computation of the b?,.

4, Expansion of the zonal polynomial of ST

Let S and T be symmetric matrices of orders m and n respec-
tively, and let ¢}~ f. Hayakawa [8] defines the coefficients a¢, by the
expansion

(4.1) CS@N=% 5 >3, 0LCSICT) -

k=0 sk 2-f—

THEOREM 4.1. With the coefficients af, defined via (4.1), we have

(42) a?,a_—"z PIDM zuzzpcw#!/z(lc)uz(f-k)p”!P! ’
p o

p=vtp

K-k, A-f—k.
In particular, a?,=3d,. (respectively, 8,,) tf kf (respectively, A+f).

PrROOF. Temporarily denoting the differential operators associated
with C(S) and C(T) by 92.(S) and o,(T) respectively, we apply both to
(4.1) to obtain

(4.3)  al,=0(S)AT)C(SDT)

(4.4) (2 (22! )Tslz—> <§p‘_' (Zzp/zu—k)pP!)-aagg—t':;%)

. (:u_‘ Con(SiH1) 1(8p Ty 20 ) )

where t,, ,,--- are the power sums of the latent roots of 7. Using
the same reasoning as in the proof of Theorem 3.1, it follows that
(4.4) reduces to (4.2). When k|-f in particular, the orthogonality re-
lation (2.3) shows that a?,=4d,,, and similarly when A|-f.

COROLLARY 4.1. Let vi-k, pf—k, p+f. Then,

(4.5) 2 E azgc,uc;{,=a,,,,,+,,c¢l,[l!/l)!p! .

xl-k 2-f—k

The proof is similar to that of Corollary 3.1 and is omitted.
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COROLLARY 4.2. Define (cf. Khatri and Pillai [11]) the coefficients
a? by

(4.6) C(S,)= kéo % 31 afC(S) ,

&~k

where S,=diag (S, t). Then
(4.7) =3 3 2l f2as(f—k)! .
>

v p=u+(lf"k

Again, identities similar to Corollaries 8.1 and 4.1 are easily derived.

5. Expansions of homogeneous symmetric polynomials in terms of
zonal polynomials

For the rest of the paper, A=(l, L, -, 1) -l where [=k. Suppose
now that

(5.1) P(S)=3) Psyisp2 - -8k

is an arbitrary homogeneous symmetric polynomial of degree k in the
elements of S. Bingham [1] defines the doubly generalised binomial

coefficient < é), via the expansion
(5.2) P(S) exp (tr Sy =31 53 ( },)C;(S)/u .

When P(S) is a zonal polynomial, <;,> reduces to Constantine’s [3]

generalised binomial coefficient. We now have

THEOREM 5.1. Let v*=p+{1*"*). Then,

(5.3) (5)=(%) = Paizon -

Further, if 1,<k; for any i=1,2,--., m, (and in particular, if )<
#(k)), then

(5.4) E Cn,zht/Z(l),,*: 0 .

ProOF. To prove (5.3), one only has to substitute (5.1) into (5.2),
and then apply the differential operator associated with Cy(S) to (5.2),
evaluating the result at S=0. Next, (5.4) follows by putting P(S)=
C.(S) in (5.3) and appealing to Bingham ([1], Lemma 2).

When k=I[, then (5.4) reduces to (2.3). Again, for some special
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partitions, we can use (5.3) to obtain explicit results. Thus, when k
=, we find that <ﬁ>=8h, a result previously obtained by Bingham

([11, eq. (3.1)). For arbitrary k and [, it is easy—but somewhat tedious
—to show, using the explicit result for Cu(S) given by Gupta and
Richards ([7], eq. (2.7)), that

©5) (@)=(k)-
and, using (2.3) and (2.5) that
(5.6) ((,l‘)> =3(k)‘< Ii ) , K-k,

a special case of (5.6) having been previously conjectured by Pillai and
Jouris [13]. (cf. Muirhead [12]).

Finally, we remark that in the case when P(S) is a monomial in
Sy, 8, (5.3) can be used in conjunction with various results of
Bingham [1] to obtain explicit results for various z,’s.
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