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Abstract

It is shown that minimum distance estimates enjoy the invariance property of maximum likelihood estimates.

The minimum distance method has been developed by Wolfowitz [4], [5], [6], Matusita [2], [3], and others, in order to provide strongly consistent estimates and optimal decision rules. This inference method includes as special cases all the commonly used ones, i.e. maximum likelihood, chi-square, Kolmogorov-Smirnov, least squares, and moments (see, e.g. Blyth [1]). In this note, it is our objective to show that the invariance property of maximum likelihood estimates, established by Zehna [7], is also enjoyed by minimum distance estimates. The proof is simple, and the result may be of interest to some mathematical statisticians.

Denote by $\mathcal{F}$ the class of distribution functions and let $d(\cdot,\cdot)$ be any non-negative "distance" function defined on $\mathcal{F} \times \mathcal{F}$, so that $d(F,G)$ measures "how far apart" the distribution functions $F$ and $G$ are. It is often desirable that $d(\cdot,\cdot)$ be a proper distance, as is for example the Kolmogorov-Smirnov distance $d(F,G)=\sup_x |F(x) - G(x)|$, but it is not always required. In the sequel, we shall use the word distance for reasons of consistency with relevant statistical practice, even though "distance" appears to be more appropriate.

DEFINITION. Let $X_1, \cdots, X_n$ be a random sample from a distribution function $F(x; \theta)$, where $\theta$ is an unknown parameter belonging to $\Theta \subseteq \mathbb{R}^k$ ($k \geq 1$), and denote by $F_n(x)$ the empirical distribution function based on $X_1, \cdots, X_n$. If there exists a $\hat{\theta} = \hat{\theta}(X_1, \cdots, X_n)$ in $\Theta$, such that

\[(1) \quad d[F(x; \hat{\theta}), F_n(x)] = \inf \{d[F(x; \theta), F_n(x)]; \theta \in \Theta\},\]

it is called a minimum distance estimate of $\theta$.
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Let \( \lambda = u(\theta) \), where \( u(\cdot) \) is an arbitrary transformation from \( \Theta \) onto \( \Lambda \subseteq \mathbb{R}^m \) (1\( \leq m \leq k \)), and set
\[
\Theta_i = \{ \theta \in \Theta : u(\theta) = \lambda \} \quad (\lambda \in \Lambda).
\]
In accordance with Zehna [7], we define the distance function induced by \( u(\cdot) \) as follows,
\[
(3) \quad d_{n}[F(x; \lambda), F_n(x)] = \inf \{ d[F(x; \theta), F_n(x)]; \theta \in \Theta_i \} \quad (\lambda \in \Lambda),
\]
and we show that the following theorem holds.

**Theorem.** Let \( \hat{\theta} = \hat{\theta}(X_1, \ldots, X_n) \) be a minimum distance estimate of \( \theta \) based on a random sample \( X_1, \ldots, X_n \) from the distribution function \( F(x; \theta) \), and set \( \hat{\lambda} = u(\hat{\theta}) \). Then \( \hat{\lambda} \) is a minimum distance estimate of \( \lambda \).

**Proof.** It suffices to show that \( \hat{\lambda} \in \Lambda \), and
\[
d_{n}[F(x; \hat{\lambda}), F_n(x)] \leq d_{n}[F(x; \lambda), F_n(x)] \quad (\lambda \in \Lambda).
\]
Since \( \hat{\theta} \in \Theta \), it follows that \( \hat{\lambda} = u(\hat{\theta}) \in \Lambda \), and this implies that \( \hat{\theta} \in \Theta_i \), because of (2). Therefore,
\[
d_{n}[F(x; \hat{\lambda}), F_n(x)] = \inf \{ d[F(x; \theta), F_n(x)]; \theta \in \Theta_i \}, \quad \text{by (3)},
\]
\[
= d[F(x; \hat{\theta}), F_n(x)], \quad \text{by (1) and the fact that} \ \hat{\theta} \in \Theta_i,
\]
\[
= \inf \{ d[F(x; \theta), F_n(x)]; \theta \in \Theta \}, \quad \text{by (1)},
\]
\[
\leq \inf \{ d[F(x; \theta), F_n(x)]; \theta \in \Theta_i \} \quad (\lambda \in \Lambda), \quad \text{by (2)},
\]
\[
= d_{n}[F(x; \lambda), F_n(x)], \quad \text{by (3)}.
\]
Q.E.D.

In ending, we note that estimates provided by the commonly used inference methods mentioned above are invariant under \( u(\cdot) \). This is a corollary of the theorem, and it may be obtained by appropriately defining the non-negative distance function \( d(\cdot, \cdot) \). For example, in the case of maximum likelihood estimates, based on a random sample \( X_1, \ldots, X_n \) from a distribution function \( F(x; \theta) \) (with probability density function \( f(x; \theta) \)), we define \( d(\cdot, \cdot) \) as
\[
d[F(x; \theta), F_n(x)] = \left[ \prod_{j=1}^{n} f(x_j; \theta) \right]^{-1}.
\]
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