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ON THE EMPIRICAL BAYES APPROACH TO CLASSIFICATION
IN THE CASE OF DISCRETE MULTIVARIATE DISTRIBUTION
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1. Introduction

In [2], the empirical Bayes approach to classification problems has
been considered for the case that a population r is divided into » mutu-
ally exclusive sub-groups =,---, =, and that proportions w,’s of individ-
uals of = belonging to =,’s are unknown. The similar approach is dealt
with in a special setting of classification for the case of r=2.

Suppose to be known that each individual in the given population
7 belongs to one of two mutually exclusive groups =, and r,. Our pur-
pose is to classify each of n individuals randomly drawn from z to either
7, or m, as correctly as possible. An application for the case of classi-
fication based on individuals responses to a battery of m dichotomous
items is given in the last section. Assume that observations are ob-
tained from any m-variate distribution that a random vector can take
only a finite number of distinct points.

Let w, and w, be unknown proportions of individuals of = belong-
ing to =z, and =x,, respectively. We shall regard w=(w,, w;) as an un-
known prior distribution which represents the chance that an individual
randomly drawn from = belongs to =, or =,.

2. Preliminary consideration

Let f.(x) be the joint probability function of the m-variate « which
can take only s distinct points «,,-:-, x,, in =,, 1=1,2. For the pre-
liminary consideration to show the basic idea of our procedure, we as-
sume that fi(x) and fi(x) are known. Consider the likelihood ratio L(x)
=fyx)/fi(x), and denote the &th of L(x) arranged in ascending order
by L, that is,

(2-1) 0§L<1)§"‘§L(e>§"'§Lm§°° .
Let ¢,(&) be fi(x) arranged in the rank order of L,, and let G.(y) be
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defined by Gi(y) =z_]}, g:8).

Suppose now that a random sample of the size » is obtained from
z. Observed vectors included in the sample from = are transformed
into the rank order based on L,. Let (¥;,---,%,) be the sample from
r transformed into the rank order defined above.

Our purpose is to classify each of individuals contained in the sam-
ple to either =, or =, as correctly as possible. Firstly, the unknown
prior distribution w=(w,, w,) is estimated from the sample. Secondly,
the empirical Bayes decision rule is made for our classification problem.
Take the statistic

(2.2 p=1 3 l6w-tow), i=12.
n v=1

Then, for unbiased and consistent estimates of w, and w,, we have

.1 (1 4 _ 1, 1
@3 =gy md d=gpfheg]
where 4, is
(2.4) tu= 3 (GO~ CLO®) -

It is obvious that 4,,=—4,, and 4,,=0, ¢, j=1,2. The expectation of
G{y)—(1/2)gy) with respect to g,(¢) is

(2.5) G —Fow] =F+4y, Gi=12.

Thus, we have

(2.6) ea" {ibx'—ibz} =4y,

where &, denotes the expectation with respect to the joint distribution
of 9, -+, ¥y, which have the common probability function given by
(2.7) 9(8) =w19,(8) + w:gs(§) -

Possibly it may be that either of w,’s (i=1, 2) comes to a negative
value, because ,’s are unbiased estimates of w,’s. Such a happening
will be more probable in the case that either one of w,’s is fairly small.
Then, we have defined the ordering based on L, in order to get a
greater 4,,. The formula (2.6) intuitively shows our aim for the above
described situation.

Let L(j|7) be the loss incurred if a decision is made to classify him
as coming from r, when the individual is actually from =,. It is as-
sumed that 0<L(j|7)<oo if ¢+ and L(¢]|3)=0, %, j=1, 2.
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Consider
@8  Du@)=LLI2A@) (b~ )~ LEIDA@ 1 —h) -

Then, if 4,,>0, we make a decision rule
if Dy(x)=<0,

a,
®9) 6‘2(90):{ a, if Dy(x)>0,

where a, indicates to classify the individual with = to =;, ¢=1, 2, and
w means w=/(,, W,).

Denote by B(w, é3) the expected risk of dz(x) with respect to w=
(wy, w;). The rule of the form (2.9) with (1/2—%,) and (p,—1/2) in (2.8)
replaced by w, and w, is a Bayes decision rule with respect to w, and
B(w)=B(w, 9,,) is the corresponding Bayes risk. Then, it can be shown
that

(2.10) EaB(w, d5)— B(w) as n—oo,

Robbins, [3], has defined by (2.10) “asymptotic optimality ” of an esti-
mated Bayes decision rule. Thus, we have the following: If 4,>0,
the decision rule givem by (2.9) is asymptotically optimal relative to w=
(wlr wZ)'

About each of 7 individuals contained in the sample, the same rule
as (2.9) can be written as follows:
(%) Classify an individual with x having the rank (£) to =, if (§)<(&)
or to m, if otherwise, where (&) is determined by

Lop=L2(1) (- —5) [LA1D (b= +) <L -

3. A procedure for the case that f,(x) and fy(x) are unknown

In the case that f,(x) and fi(x) are not completely known, we shall
assume that past observations randomly obtained from =, and =; are
available, respectively.

Let (x{”,---, 20) and (2, -, «)) be those samples obtained from
m; and =, respectively. Define the relative frequencies f‘,,l(w) and f,,z(x)
by

A g
(3.1) ffm) = a5, i=12,

¢ #=1

and
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1 if x=a®,
n(zx, xgj))=
0 if x#a®.
Consider L, . (x)=f (x)/f,(x) instead of the likelihood ratio L(x) in the
Section 2 and denote the &th of I:,,P,,z(ac) arranged in ascending order
by L(ny, 1),
For logical convenience, assume to be

3.2) 0<Lyp<- - <Lp< ++ <Lg<oo

for the ordered relation given in (2.1). It can be shown that ﬁnl,nz(x)
converges to L(x) in probability for any fixed 2 which can take the
points x,,---, x,, for f',,i(w) converges to fi(x) with probability one and
f(x)>0 by (38.2), i=1,2. Thus, we can find out a number n,=nyc)
such that

3.3) |IA,(,,F)('n1, nz)—L%)lgs for n,=2n,, 1=1,2; y,=1,--+,s,
in the above-mentioned sense, when we take ¢>0 as

1

3.4) =3

glin (Le>— Lee-yy) -

From (3.8), we have
(3.5) L R L(yu) —2= IA/(y,,)(nx y Mg) — IAJ(y,)(’nx » M) = Lo, Pl L y+2e .

Then, (3.5) means that if Le,>Lays Lep(f, 1)> Lo, (1, 1) and if
f«,,#)(nl, n2)>IA1(,,y)(n1, M), Lg,y>Lg,. Thus, we can obtain the following :
For sufficiently large n, and n,, the rank order obtained from i(e,(nl,

M) based on L,p,,z(:v) tends to coincide with the rank order obtained from
(3.2) based on L(x).

Now, let (y®,---,%?) and (y¥®,---, %) be (2,---,2P) and (2,
.-+, #)) transformed into the rank order based on ﬂ(e)(nl, My). Suppose
that a new random sample of the size n is obtained from =. Every
observation from = is transformed into a rank as mentioned above from
a vector. Let (y,,---,¥,) be the new sample transformed into the rank
order.

Define Z(y.°, y.), 2(¥$°, y,) and P, by

1 if yP=y,,
T
0 if ">y,
(3.6)
, 1 if yP=w.,
z(yff)’ yp)={ . )
0 if yy)’_’&yw #=1)'.'yni; U:ly"',n,
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and
a1 S 0) 1@ -
(3.7 b= 33250 y) 52y y) . 1=1,2.
nN; v=1p=t 2

Let g,.(y) and gi(y) be f,.i(x) and fi(x) arranged in the rank order based
on IAJ“,(nl, n,), and let Gni(y) and Gy(y) be defined by (A},.‘,(y)z%“ .,(8) and
v

@i(y)zg_l‘,l d(&), 1=1, 2, respectively. Define Zi, by

po|

(3:8) =2 3 G050 ~G5.6), B 5=1,2-

Then, the conditional expectations of ,’s, 1=1, 2, with respect to
the joint distribution of y,---, ¥, which have the common probability
function g(¢)=wng:(§)+w.g.(§) are

86"?’1 = '%— + 211 + wz(le - 211) ,
and
Ea"f’z = % + 222 + wl(zm - 222) ,

under the condition that observed values of (y{,---,%%) and (y,---,
YY) have been obtained. Thus, we have

p lim 86"<i’1_%'> ZW2412 y
s

p lim 6’67&(%—@2) =w1412 y
o

and

p 51_12 Ep(pi—P)=4dp
mo
Since P lim ZiiZO, 'i=1, 2, P lim 212:[’12 and P lim 221: _AIZ'

N,—00 7, —00 ny—o0
nig—o0 ng—0 ng—o0

Therefore, a decision rule as given in (x) with D, and D, replaced by
P and D, is adequate for our purpose.

4. An approximation in the case of dichotomous response patterns

The classification procedure based on response patterns of individ-
uals to m dichotomous items is considered for the case that a popula-
tion z is composed of two mutually exclusive sub-groups =, and x;, from
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the viewpoint of empirical Bayes approach.

Let x=(e;,-- -, e,) denote the total response to the given battery
of items, where ¢,=1 if the response on the kth item is “ positive” and
¢,=0 if otherwise, k=1,--.-, m. Then, s in the preceding sections is
s=2™ in this case. Let fi(x) and fi(x) be also the probability functions
of z in =, and =;, respectively. In this case, the representation of fi(x)
given by Bahadur [1], is as follows:

(4.1) f@=( [l —aoys)-o@, =12,
and
AR)=1+ 5] MR+ 4T 2D,

where o’=P(e,=1|7), 2°=(e,—af’)/Vai’(1—at®) and &,z 2)=
.

1 ILSahadur [1], pointed out that the optimum solution based on L(x)
requires knowledge of the probability distribution of response patterns
in each group, but this is a strong requirement if m is large, since
both fi(x) and fy(x) are distributions with 2"—1 parameters. Then, he
has given certain approximations to Il(x)=log L(x) and to error curve
attainable with I(x).

But, in actual applications of classification problems, it may be
rather unusual that fi(x) and fi(x) are completely known. In such cases,
if respective past observations from =, and =, are available, the proce-
dure as discussed in Section 3 may be applicable. However, the pro-

cedure based on ﬁnl,nz(x) may need fairly large sample sizes n, and 7,
for obtaining a stable result if m is large. Then, we shall also use the
approximation for I(x) proposed by Bahadur to transform x into a rank
order.

For fi(x)’s in (4.1), l(x) is

(42  Ue)=log Lx)=log fi(v)—log fi(x)
=3} (4+Bie)+(log pi(@) —log 0,(®)) ,

where A, and B, are A,=log ((1—a®)/(1—a)) and B,=[(a’/(1—a))-
((1—a®)/aP)]. In this case, the simplest approximation for Il(x) is to
replace log ¢; by ¢,—1, 1=1, 2, giving

(4.3) I(z)= 2 (Ai+Be)+ 2 (ﬂﬁ, D2 — i, 2+ - -

+(r.azP - z$,f’ r‘%?.mz“’ 23) .

Consider the case that observed response vectors x{”,---, x? re-
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garded as surely coming from =z;, =1, 2, are available, as f(x) is un-
known. The parameters of”, 7{},,---, and 7., included in () can be
estimated from (xf”,---,2{). An estimate inl,ﬂz(x) of I(x) is obtained
by means of replacing the parameters included in I(z) by their esti-
mates. Consider the rank order based on fnl,nz(x), and denote the &th

of lAnP,,z(x) arranged in ascending order by i(e)(nl, m,). Putting to use the
same notations as in the Section 3, (x{”,---, x{)) is transformed to the

rank order (y{”,---, y5?) based on Lo(ny, My).

Suppose that a new random sample (x,---, 2,) is obtained from =
in order to classify each of individuals included in this sample based
on their response patterns. Let (v, --,%.) be also the transformed
sample to above-mentioned rank order from (z,,---, x,).

Then, the statistics of the form given by (3.7) can be obtained
from (¥®,---, ¥), @P,---,yP) and (¥;,--+, ¥s), and the procedure in
order to make the decision rule can be carried out in the same fashion
as in the Section 3.
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