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Summary

Charles Stein established the existence of estimators which domi-
nate the maximum likelihood estimators for the problem of simultane-
ously estimating the means of three or more random variables.

Since the exact distributions of the Stein estimators are not known
and because the distributions are of great importance for people study-
ing confidence sets, it was the purpose of this note to derive the asymp-
totic distributions, means and variances of the Stein estimators, as well
as that of the quadratic loss functions for the vector case.

1. Introduction

Suppose X;,---, Xy is a sample of N observations from a N(4, X)
population where ¥=1I, and #(px1) is unknown, then a Stein estimator
(James and Stein [2]) of ¢ is defined as

1.1 (X :(1__.2___>5(

(L.1) X)=(1-—%=

where X’z-}véXi~N(0, I/N), the maximum likelihood estimator of
#, and c=p—2.

At the Fourth Berkeley Simposium, James and Stein [2] proved
that for p=3, ¥(X) is a better estimator than X, because

L2  ENOE)-0@X)-0=p—(p—2'E (- |<p
where
(1.3) E N(X—6)(X—0)=p .

* Financially supported by the CSIR and the University of the OFS Research Fund.
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Let X=0+(1/¥N)Z where Z~N(0,I,) and expanding (1.1) in a
series (see Sec. 12) we get for large N that

(14)  T(X)=h(Z)+—L h(Z)+-L (D) +— b Z) L hz)

7 S 4

NW“ hs(Z)"I' s(Z)+ R

where
(1.5) h(Z)=06
(1.6) h(Z)=Z

L7 h(Z)=—2

@

(1.8) hs(Z)=§o(agl<Z)—Z)

1.9  h2)= 5— {Z9(Z)—06(92(Z2)—94Z))}

(1.10)  h(2)= ;c {029(2)9(2) —9X(2)) + Z(9:(2Z) — 9:(Z))}

0

(1.11) =_C

and

(1-12) ao =0’0

(1.13)  g(2)=24"
0

Z'Z

0

(1.14)  g(2)=

Throughout this paper R will indicate a residual term that consists of
order terms in N. These order terms will contain the next power terms
in N which can be seen from the series under consideration plus addi-
tional terms that may arise, because we have ignored the convergence
constraints as explained in Sec. 12.

In the next section we are going to give some expected values for
further use. In Sec. 3 the asymptotic characteristic function of V*=
VN (¥ (X)—hy(Z)) is derived and in Sec. 4 the asymptotic probability
density function of V* is derived. In Sec. 5 the asymptotic values of
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E¥(X) and Var ¥(X) are given and in Sec. 6 the quadratic loss func-
tion U is defined. In Secs. 7 and 8 the asymptotic characteristic func-
tion as well as the asymptotic probability density function of U are
derived and in Sec. 9, the asymptotic values of E (U) and Var (U) are
given.

The asymptotic distributions derived in Secs. 3-8 are obtained by
using a method similar to the perturbation method, used by Nagao [3].

In Sec. 10 the Stein estimator ¥(X) for the case Y+1I, is defined
and a method for obtaining the asymptotic results is given.

In Sec. 11 the advantages of the Stein estimator over the maximum
likelihood estimator are mentioned.

In Sec. 12 the theoretical justification for the convergence of equa-
tion (1.4) is given.

2. Expected values

LeEmMMA 2.1. Suppose Z~N(0, 1), M(pxp), 6(px1), s(px1), then

2.1) E(ZZ'MZZ')=2M~+1I,tr M
(2.2) E(Z'Z)=p(p+2)

(2.3) E (Z2'6)*=3(60'0)"

(2.4) E(Z'0(Z'Z)=(p+2)(6'0)
(2.5) E (sZ)(Z2'6)(Z'Z)=(p+2)(s'0)
(2.6) E (Z'0)(Z's)=3(6'6)(s'6) .

The proofs of equations (2.1)-(2.6) follow easily.

3. On the characteristic function
THEOREM 3.1. The characteristic function of V¥=+N (¥(X)—hy(Z))
for large N is given by

(8.1)  ¢y.(it)=e 112 1+W(D1(t)+ Loyt NN ‘/_ Dy(t)+— @4(t)+R}

where

(3.2) @(t)=#(t’o)

0

(3.3) abz(t):"’a;"’) (t't)—%(pﬁtzxt'ev}

0
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@4 om)="2tlp-2)¢0-@+1)EH (o)

(toy]

65 o)=L B 1B - 3ED @ —P ) ooy

0

+; (p+2)(p—2)(F'0) "+

S - (60p 18+ —-8)(to)] .

ProOOF.
(3.6) ¢w(it)=Eef”x‘z’{1+%<z‘t’hz(2»+L{it'hs(2)+l(it'h2(Z»2}
e S [E) (D) (I D)+ (D)) |
+W{zt’hs(Z)—|—(zt’h2(Z))(1,t’h4(Z))+—(zt'hs(Z))z
+—2—(it’hz(Z»Z(it'hs(Z»+ﬂ(fzt'hz(2»4} +R} .
By using Lemma 2.1 and (3.6) and the fact that
(3.7) E " Ph(Z)=e """ E h(Y+it), i=1,2,---
where Y~ N(0, I,) we find that

3.8) Eithy(Z)em =L (pg)e-ren
@
(3.9) Eit'hy(Z)e""™M P = £ {(t’t) _2 (tfg)z} oVt
W W
(3.10) Ezt'm(Z)e“hl‘Z’——‘fi[(p 2)(t'6)—3(t't) (£0)+ = (tfo)a} gt
a
(3.11) E it'hy(Z)e" ™ @ = ;“{ t't)(£'0)2— (p——2)(t'0)2
0
——;(t’ﬂ)‘+(p——2)(t’t)—(t't)2}e""/2
@
(3.12) E(th(Z)yerno=2 (& @op—(et)+@ey— L etywoy|ers.
Qo \ Oy a,

Substituting (3.8)-(3.12) in (3.6) and (3.1) follows.
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4. The distribution of V*

THEOREM 4.1. The probability density function of V* for large N
is given by

gl(v*)+iaz<v*)

@) fuo=(o) e e

e GO GO)HR] —co<vr<eo

where

2 gM=—1 *0)

@3 509=C=D 2 -2t 2) 0]

4 gen=2-2 2){ (4p—4—1)(W¥0) +(p-+ 1) (0*'0) (070)

@y

) (o]

(4.5) 54(1;*):%__2_2_)_ {@_;_2_)_ (p*—8p+ 20)_*_}_’(?)*1@*)2

——(p 2)(3— 10)(?1*’11*)+2 1o 5 (' +18p*+60p—8) (v*+'6)*

v*)(v*’&)%%w—m)(v*'or} :

PRrROOF.
(4.6) Jr(v¥)= <§1n_>,, Sl z S: By(it)e " dt, - - - dt,

where ¢y.(it) is the characteristic function of V*. By using Lemma
2.1 and the fact that E k*(t)e **" =e """ E k*(Y—14v*), the proof follows
easily. (k*(t) is a function in t. The first expectation is taken over
t and the second over Y where Y~ N(O, I,).)

It is clear that if N—oco then V*~N(0, I,).

5. E¥(X) and Var ¥(X)

THEOREM 5.1.
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(6.1) E¥(X)=E {ho(Z )+ —= x/— M2+~ N 8+ 7 ()

WE

+%h4(Z)+ ho(Z )+ he(Z)+R}

‘NN
and

6.2)  Var¥(X) =Tlv" Var hl(Z)+% Cov (h(Z), hy(Z))

+-l\1ﬁ{Var h(Z)+2 Cov (h(Z), h(Z))} + R

where
(.3) E h(Z)=0
(5.4) E h(Z)=0
(5.5) Eh(Z)=—20
@y
(5.6) E hy(Z)=0
5.7) E h4(Z)=£(l’Ejﬁo
(.8) E hy(Z)=0
(5.9) E he(z)z_c(?’*—?s(#—‘i)_g
(5.10) Var h(Z)=1,
(5.11) Cov ((2), In(2) =< {222 1
(5.12) Var h,,(Z):%Z I,
(5.13) Cov (h(Z), hs(Z))—ﬂ {a 400 —1 }

PrOOF. By using Lemma 2.1 the proof follows easily (c=p—2).

6. The quadratic loss function
The quadratic loss funetion for N large is defined as

6.1) U=N¥X)—0)@(X)—0)
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(6.2) =V*'V*

(6.3) =Q3‘(Z)+—~/1N—gi"(Z)+ G Z2)+ N«/N gék(Z)+ gi"(Z)+R
where

(6.4) 9(Z)=h(Z)h(Z)

(6.5) 91(Z)=2h(Z) 1 Z)

(6.6) 9X(Z)=hAZ) ho(Z)+20(Z) b Z)

(6.7) 93(Z)=2{h(Z)' h(Z)+h(Z) h(Z)}

(6.8) 9X(Z)=h(Z) b Z) + 2k ZY Rl Z) + 20 (Z ) ho(Z) -

7. The characteristic function of U

THEOREM 7.1. The characteristic function of U is given by

/2 * 1 54 1 *
(1.1)  duit)=(1—2it) 721+ «/N OH(1)+ 7 PO+ 2 OF()
|
N2 )

where
(1.2)  OF(t)=0
@3) ox)=5 (zt) 20(1’ 2) (ity(1—2it)"* + (zt)2(1 2it)!

(7.4)  ®¥t)=0

(7.5) @;“(t):%f—(p—/l)(p—Z)it(l—2it)‘2+—c—22(4——p)it(1—Zit)"

2a’
+ii—3<4—p><1—2it>-2<it>3+—2(¢t)3(1_zm-l
ay a

+2¢ ity —2ity .
@y

ProoOF. By using the same method as given in Theorem 3.1, the
result follows.
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8. The distribution of U

THEOREM 8.1. The probability density function of U defined in (6.1)
Jfor large N 1is given by

) fulw )-We-"ﬂum Lk R+ Few)

F i)+ R R u>0

where

(8.2)  hy(u)=0

(8.3) ﬁz(u)=—(£2';—2)2<1—%u>

0

(8.4)  hy(u)=0

_ (0—2¢ 2 w(p—2)"
(8.5)  h(w)= > {(p —8p+20)+2 u( P+ 6p—12)+ oo +2)}

PRrOOF.
1 c+ioo . .
(8.6) foy= " gutitye it
2m1 Je—io

and equation (8.1) follows. For further algebraic details see van der
Merwe and de Waal [5].

9. E(U) and Var(U)

The risk is defined as the expected value of the quadratic loss
function.

THEOREM 9.1. For the density function

hu(w) +——h2(u)

9.1) fU<u)=fU<u){1+ S

N x/_ ha(u) + hA(u) u>0

we find that

(p—2) |, (p—2)
9.2) EU)=p— No. + Nal (p—4)
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09) Var (U)=zp— 0D | H0-20=0)_ 2p=2)(t—p

_ (@=2)(p—4"
N'aj
PROOF. E(U’)-—:Sw u fy(u)du. For r=2, we find that
0

_9) _o)
94)  E(U)=pp+2)- 2020 @+2) | B2) 335, 19

Na, N'a}
Var (U)=E (U)—{E (U)} and (9.3) follows (Ullah [4] derived the first
four moments as well as their approximations for the marginal distri-
butions of the Stein estimator).

10. The case Y+1,

The Stein estimator, for the case Y unknown, is defined as

(10.1) ¥(X)= (1_N_X’C/IF)_(—>X
where
o D=2
N—p+2
and

A=§l (X,—X)(X,— XY ~W(Z, N—1) .

By making use of the fact that NX’'A-'X~NX'X/S, where S~X}_,
and independent of X, (see Wijsman [6]), (10.1) can be written as:

N c* _
(10.2) ?If(X)_<1 —NX’X>X
where
*:____(p—-2)

(10.3) = S
and

S 1
(10.4) X=D <D0+7_—N~ )

where Z~N(0, I,) and DID'=I,
(10.5) a,=0'3"'9 .
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By making use of the same methods as in Secs. 1-9 the asymptotic
distribution, mean and variance of this estimator as well as that of the
quadratic loss function can be obtained.

11. Advantages of the Stein estimator over the maximum likelihood
estimator

The advantages of the Stein estimator over the maximum likeli-
hood estimator, is that the variance, risk (expected value of the quad-
ratic loss function) and variance of the quadratic loss function in the
case of the Stein estimator, are smaller than in the case of the maxi-
mum likelihood estimator.

The distribution of the Stein estimator as well as that of the quad-
ratic loss function will be useful for studying confidence sets.

12. Justification for the use of the inverse binomial series

If we put X=60+(1/¥N)Z where Z~N(0, I,), then ¥(X) as defined
in equation (1.1) can be written as

(12.1) qf()‘()=<1 p—2 )(0+

1
" Nay(1+(2/aeV N)Z'0+(1/Na))Z'Z) “Z> :

VN

By making use of the inverse binomial theorem (12.1) can be written
as equation (1.4) which will converge, if

(12.2) 1<—2 g4 L

7Z'7Z<L1
aV N Na, <

where
ao - 0 ,0 .

However by taking expected values in the previous sections, we in-
tegrated Z over the entire real space. This can be done if N and 4 are
large enough because the difference in the integration taken over the
region for convergence and the whole space is small, as explained by
de Bruijn [1].

By calculation of exact values of the mean and variance of the
Stein estimator and by comparing them with the asymptotic values this
justification was confirmed. The asymptotic distribution of the quad-
ratic loss function also compared well with the exact distribution ob-

tained from Monte Carlo simulation experiments. See van der Merwe
and de Waal [5].

UNIVERSITY OF THE ORANGE FREE STATE



[1]
[2]
[31]

[4]
[5]

[6]

ASYMPTOTIC EXPANSION OF THE STEIN ESTIMATORS 395

REFERENCES

de Bruijn, N. G. (1958). Asymptotic Methods in Analysis, North-Holland Publishing
Company.

James, W. and Stein, C. (1961). Estimation with quadratic loss, Proc. Fourth Berkeley
Symp. Math. Statist., Prob., Vol. I, University of California Press, 361-379.

Nagao, H. (1972). Non-null distributions of the likelihood ratio criteria for independ-
ence and equality of mean vectors and covariance matrices, Ann. Inst. Statist. Math.,
24, 67-79.

Ullah, A. (1974). On the sampling distribution of improved estimators for coefficients
in linear regression, Journal of Economelrics, 2, 143-150.

van der Merwe, A. J. and de Waal, D. J. (1977). The asymptotic expansion of the
Stein estimators for the vector case, Technical Report, No. 23, Department of Mathe-
matical Statistics, University of the OFS.

Wijsman, R. A. (1957). Random orthogonal transformations and their use in some
classical distribution problems in multivariate analysis, Ann. Math. Statist., 28, 415-
423.



