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Abstract

Let an overall null hypothesis H be factored in a certain stepwise
k

manner into k subhypotheses as H=N H,; ...;.;. Suppose the test sta-
i=1

tistic w for H be correspondingly expressed as w=w, w,---w, where
w, is the test statistic for H,. We consider the case where the Box
method [2] is applicable for the distributions of w and w,s. If w,’s
are independent under H, we obtain a stepwise test procedure for H
on the basis of an approximate chi-square analysis. To demonstrate
the procedure of this sort, the testing hypotheses of equality of several
covariance matrices and of the multiple independence are discussed.
Finally the related asymptotic distributions are shortly noted.

1. Introduction

We concern in this paper with the simultaneous test procedures
performed step by step. Suppose for example an experimental center
is interested in testing an overall hypothesis concerning with the homo-
geneity of experiments conducted at k+1 different experimental spots.
If the data arrive the center in different times over a certain period,
the center might want to conduct the test stepwise at each time when
the data arrive there from each experimental spot so as to complete
the overall test with the arrival of the last data. In some other cases
as an example given by Roy and Bargmann [8], the experimenter might
be interested in the step-down test for the multiple independence in
order to find out which part of components of a vector variate differs
from others.

Suppose an overall null hypothesis H be expressed as

(11) H=HlﬂHz|1 N--- nHku,---,k-i ’ (H'1|0=I{1)

Key words: Stepwise test procedure, approximate chi-square analysis, factorization of
hypothesis and statistic, equality of covariance matrices, multiple independence.
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where H, ..., (+=1,---, k) is the conditional hypothesis given préced—
ing i—1 hypotheses are all true. Suppose we have a situation such
that the test statistic w for H is correspondingly factored as

W=W; Wy* * Wy «

If w,,.--, w, are statistically independent when H is true, then the
overall test with a preassigned significance level & (0<a<1) will be per-
formed by a series of tests of subhypotheses H, ..., based on w, in
the following manner: we first test H, based on w, with a significance
level ;. If H, is rejected, then we reject H. If H is accepted, we
proceed to test H,; based on w, with significance level ;. Proceeding
in this way, H is rejected immediately after the first rejection of a
subhypothesis found in the sequence of tests. The overall hypothesis
H is accepted when and only when all subhypotheses are accepted.

k
For this case, «;,’s must be chosen so that a=1—T[ (1—a;). When w
1=1

and w;’s are the (modified) likelihood ratio criteria for the correspond-
ing hypotheses, we shall be able to make use of the Box method (Box
[2]; Anderson [1], Section 8.6.1) to obtain the asymptotic distribution
of those criteria and to obtain a stepwise test procedure based on a
good approximation to the analysis of the chi-square.

The purpose of this paper is to discuss two testing hypotheses in
the multivariate analysis along this line;
(i) test for the equality of covariance matrices of k+1 p-variate nor-
mal populations Ny(x, 2), 1=1,--+,k+1, ie.,, H: Z\=2,=---=3,,,,
(i) test for the multiple independence of k+1 sets of components in
a normal random vector.

2. Testing the equality of covariance matrices

Consider the test of the hypothesis

(2.1) H: 3=%=---=3,(=2)
on the basis of random samples {x{”, 2", --, 2%}, i=1,---, k+1 drawn

from the k+1 p-variate normal populations Ny, 2,), i=1,---, k+1,
respectively. It is well known that the modified likelihood ratio crite-
rion (LR-criterion) is

KL g\ g2 ;l:[_llviln‘/z
2.2) w_ﬂ< ) B

i=1 \ N,

W,
where n,=N,—1, n=n+4+-+++nyy, V=Vi+-- - +Viyy, Vi':j(xy)—i(i))'



STEPWISE TEST PROCEDURES 367

Ny
(xP—2®), and =(1/N;) >} 2. The asymptotic expansion for the null
a=1

distribution of w is also well known (Anderson [1], Section 10.5); that

is, under the condition that d,=n,/n, i=1,---, k+1 are fixed
LAt | 20+ 3p—1

2. —271 w_~—-2[1—< —_ __>_________j| w

(2:3) rog 121 n, n/ 6k(p+1) log

is asymptotically distributed according to the chi-square distribution
with f=kp(p+1)/2 degrees of freedom. More accurately we have

(2.4) P(—2rlogw=2)=P (1}=2)+7[P (1},,=2)—P (=2)]+0(n"*)

where

@5 =P poneie)( 3 L L) -ek1—o] .
437 =PI
Roy [7] and Krishnaiah ([4], [5]) have considered the simultaneous
test procedure for H in several ways including the step-down method.
We here consider a step-by-step procedure with respect to samples in
the following way : let

H-l: El=22 ’
(2.6) Hm 2’1-—2'2-—23 glven H1 ,
ch]l,-- 21—- ce —Zk—zk-n glven He_,;,. ,

then we have the relation (1.1). Let
Vo=Vi+:--+V;, V(1)=V1 ’ V<k+1)=Vy

2.7)

Ny =n+ - +n;, Nay="Ny N+ =M ,
and

Ve [P0 | Vi P12
(2.8) w,= I wl I +l|/2 , t=1,---, k
[Vasp|"cn
where
) syl DRy /2 .
(2.9) ci———[n““)] ['n( +1>] ¢ , i=1,--, k.
o> NWit1

Then we can easily see the following lemmas:
LEMMA 2.1. w=w, wy* - Wy.

LEMMA 2.2. The statistic w,; is the modified LR-criterion for testing
the hypothesis Hy ...,..: Y, ;=2 on the basis of 1+1 random samples
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drawn from Nyp, 2),: -+, N, 2) and Ny(piy1, Ziy1), respectively.

Hence 0<w;<1, so the distribution of w; is uniquely determined
by its moments. We can also prove the independence of w,’s.

LEMMA 2.3. Under the overall nmull hypothesis H, w;, 1=1,.---, k
are statistically independent.

ProOOF. For i<j and for any non-negative integers k; and &,, con-
sider

(2‘10) E (w?iw}‘/)zc’i‘ic}‘f E [l V1+ o +Vi |h‘n“)/2i Vi+1 lh,-niﬂ/z
Vi Vi [0 Vi o 4V o
|V ia 2 Vit - oo 4V, |G+

and we wish to show that E (w}w)=E (w}) E (w}Y) under H. Let w,(U;
m, %) be the density of the Wishart matrix U with m degrees of free-
dom and covariance matrix 3. Since V,’s are independent Wishart
matrices with a common covariance matrix ¥ under H, V,=V,+-.--+
V, is also Wishart matrix with n., degrees of freedom and covariance
matrix Y. The expectation in (2.10) is calculated on the basis of the
distributions of Vi), Viyy,++, Viii. We combine the powers of |V,
and |V,,,] in the two places in that expectation for each of them to
obtain

w0 = ¢l k[p, e, 21 k[p, nip, 2]
2.11 E W’f‘w?‘f _cgtc?‘j +
( ) ( ! ) ! k[p, n(t’)(1+hi)y 2] k[p, n¢+1(1+h‘), Z’]
cE[ Vot Vi | Vi + Vit - -+ V[0
. |V(i)+V¢+1+ coe Vj+l [_"f”(j+1)/"'| Vj+l [timi+172]

where k(p, m, 2)=[2"""I"(m/2)| ¥ |™*]~', the normalizing constant of
Wishart density w,(U; m,Y) and the expectation is now with respect
to ’wp{V(i); no(1+h), 2}, wol{Vigrs ip(1+k), 2}, wp{Va; n, 2}, a=1+2,
<o+, j+1. Since V,+ V1=V is again the Wishart matrix with the
density w,{Vuin; Rain(1+h;), 2}, the similar calculation as for (2.11)
gives

gy B — k[p, ny, 2] klp, Mi41, 21
2.12) E (whwl)=clicl L +
(2.12) E( ) " klp, (1 +hy), 21 kD, (14, 3]

. k[, mai(14+-hy), 2]
klp, ngin, 2]
cE[| Vo + Vit - o - +V, |02 | Vi 4172
N VarntVigat o + Vi [7G+07]
=E (w}?) E (w}9) .
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Since the joint distribution of (w;, w;), and the marginal distributions
of w; and w; are uniquely determined by their moments, it follows from
the above that w, and w; are statistically independent. Thus we have
proved that w,’s are pairwise independent, which implies that w,,---,
w, are independent. Q.E.D.

By Lemma 2.2 and the Box method, the statistic

11 1\ 2p*+3p—1
(2.13) —2r, log wi=—2[1—< 4+ 1 > ]log w,
Ny Niy1 MNgen 6(p+1)

is approximately distributed according to the chi-square distribution
with f;=p(p+1)/2 degrees of freedom. More accurate approximation
can be obtained if we use the further expansion for the distribution
of —2¢,logw;.

Let d(a) and d(a;) be the upper 100a and 100a; percent points of

—27zlog w and —2r, log w;, respectively, where ﬁ (1—a;)=1—a. Then
i=1

(2.14) P (—2r; log w<d(a), i=1,---, k|H)
=TT P (—2,log w,<d(w) | H)

= 1] (1—a)=1-a=P (-2 log w=d(a)| H) .

If we use the chi-square approximation, then d(a)=X},p:1(a@) and d(a;)
=Xpp+1ya(@;), where %5,(8) is the upper 1005 percent point of the chi-
square distribution with m degrees of freedom. The stepwise test pro-
cedure with the overall significance level « is then given by

Accept H if %}y=—27;log w, <Xp1ys(e) for all e=1,--- k&,
(2.15)
Reject H otherwise .

For this case we can summarize the test procedure in Table 2.1. In

the table, c=%TH('rL/n,-)f’"i/2 and ¢;, 7, 7, are given by (2.9), (2.3), and
i=1

(2.14), respectively. It is noted that

k
(2.16) =S kpp+D=Fik - +fi,  o=]Te.,

r:—llc—(z'l-i— ceedTy) .

Remark. Gleser and Olkin [3] have given the asymptotic expansion
formula for the null distribution of the product of % independent ran-
dom variables v,---, v, (0<v,<1, 1=1,---, k), each of which has the
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Table 2.1 Analysis of the approximate chi-square for the test of
equality of covariance matrices

Hypotheses we e fi (d.f.)
i T et
I YO R LR [
given Zy=-...=3%

H: Zy=eoo=Zen | o lVll‘*’Vllnlf:Vkll‘ﬁ::ﬂnk;::il)/z —2clogw %kp (p+1)

moments of the form such that the Box method is applicable. Although
the direction of consideration is opposite, we can obtain the same test
procedure as the one obtained above by employing the Gleser and Olkin
formulae, once we prove the independence of w,’s.

3. The stepwise test procedure for the multiple independence

Let x~N,(¢, 2) and V~Wy(n, 2). Let

Ty D 2y 2 o Zen M
x: pXl= Ty D2 3: pXp= Z_'m z:zz . 'Z:Z.H-l P,
x.k+l I;k+1 z:k-l-l,l Z.'k+l,2‘ * 'jk+l,k+1 I;k+1
Dy D Dt
and
Vu Vie o oo Vi Dy
Vipxp=| Va2 Vo Vi (m

Viert Visne oo Visn e 3Dt
Du D * 0 Prst

where p=p;+---+21. The overall null hypothesis we are interested
in is
(3'1) H: Z,;j:—o for all 1:#:.7';

that is, x,’s are statistically independent. This overall hypothesis H is
decomposed into the subhypotheses in various ways. Let for example
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H, : independence between x; and (%1, -, %ey1) ,
ie., Y= =2 .=0

k
for 4=1,.---, k. Then it is obvious that H=nN H;; that is, H is ac-
i=1

cepted if and only if all Hs are accepted; otherwise H is rejected.
Roy and Bargmann [8] gave the step-down test procedure using the
largest canonical correlation between x; and (x;,,---, %;:) as the cri-
terion for testing H, against K;: not H;. Here we use the modified
LR-criterion to obtain the analysis of approximate chi-square.

Let

Q;=D;+ + D1 i=(25, ) Tiy1) »

Zij 21’,1+1 "'21,k+1

(3.2)
Z[i]: q;Xq;= z:f+1,f Z:j+1,j+1' ' 'ij+1,k+1

2k+l,j 2k+1,j+1' * 'Zk+l,k+l

and V;,; is the corresponding notation for V. As well known, the modi-
fied LR-criterion for H is given by

V]

3.3 w=
( ) quHV22|"‘|Vk+x,k+1|

while the modified LR-criterion for the test of H; is

Vil .
(3.4) wiz_‘_til__, (i=1,-++, k).
[Viel | Viirn|

It has been shown by Anderson ([1], p. 243) that
(3.5) W=, Wy* * W,

and that under H, w,’s are independent. We further know that

3.6) %,=—2rlog w,:—[n—————— 1-:1 log w; ,

3.7 xX=—2rlogw=— [n—%—%(pg——ki p§-> <p2—§ p§>_l} log w

j=1

k+1
are the approximate chi-square variates with f;=p,¢;;; and f =1o2—_21 p:
=

degrees of freedom, respectively. Thus we obtain Table 3.1 similar to
Table 2.1. We observe again that f=fi+---+f. and z=Q/)(fir;+
-+« + fir,) which are formulae given by Gleser and Olkin. As in the
last section, we can obtain a more accurate procedure if necessary by
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Table 3.1 Analysis of the approximate chi-square for

the test of the multiple independence

Hypotheses: H; Criteria w; Chi-;g)uare d.f. fi
C
Hi: 21.=0, v —27,log w
a=2,, k+1 Vit [ Venl st Die
HZ: 234;:0» ‘VI'ZQJI
- —2751
a=3, k41 Vel Visa| T2 08 Pads
Vil
Hi: 3 =0 —_— —27%1
kX 2k,k+1 [Vie | Vit er | Tk 108 wi Prr+1
H: 3:;;=0 V| 1
] e —— | 22 —(p2—3 p?
for all i+j [Via] | Vier1, 41| v log w 2(1’) Zz: Y

using the further expansions of the asymptotic distributions of —2r log w
and —2r; log w;.

4. Some note on the nonnull joint distributions of criteria

Let us consider in this section the distributional behavior of w;,
1=1,-.-, k treated in the previous sections when the overall null hy-
pothesis is not true. The limiting nonnull distribution will be consid-
ered by using the following lemma which is a direet extension of
Olkin and Siotani [6], Siotani and Hayakawa [9], and Sugiura [10].

LeEmMMA 4.1. Let m,U, have independent Wishart distribution Wy(m,,
A), a=1,---,q, m=ém and lL=m.m. If g=g(U.,---,U,), i=1,

<o, t be real-valued linearly independent functions of U,’s continuously
differentiable with respect to each variable, then the limiting distribution

of
(4'1) ml/z[{gl([]l’ ) Uq)’ ] gt(ay tt Uq)}

—{gl(Al"”! Aq);"',gt(/lly"'s Aq)}]

18 the t-variate normal distribution with zero mean vector and covari-
ance matrix @=(p,;) obtained by the following formulae:

(42)  gu=Var (m¥g)=2(g (4, -, I 3} T tr {7 log g},
(43)  gy=Cov (m¥g,, m¥g)=2lg(4s, -, A)g (A, -+, 4]

s ll tr {(9 log g.)4.(3 log g,)4.}

a=1 «
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where 0> log g, is the symmetric matric with elements (1/2)(1+6,,){0
log ¢:/02%}, g.=9{As,- -, 4,), 4.=(%) and 6&,, 18 the kronecker delta.
4.1. For the criteria in Section 2

First of all, we note the following

LEMMA 4.2. Suppose that the first r—1 subhypotheses H,, Hy,,- - -,
H,_ ..., are true and the rth and hence the subsequent subhypotheses
are not true. Then (w, -+, w,_,) and (w,,- -+, w,) are statistically in-
dependent.

Proof of this lemma is easily obtained by the similar calculation as
in the proof of Lemma 2.3.

From this, it is enough for us to consider the joint distribution of
w,, -+, w, under the assumption that

Vi~ Wyn,, %) for a=1,---,r
Vﬂ~Wp(nﬁ:Zp) for ‘B:/r+1,...’k+1

and they are independent. It is noted that for f=r+1, Vi,y=V+V,
+ ..+ 4+V,, where V,,~Wjy(n, 2). Let us use the notations;

(4.4)

Ur:V(r)/n('r) y Ua:Va/nu y C(:/I"—l—l,‘ c Y k+1 y

l.=mn.n, lo=nwu/n,

ﬁ(i) =l—1—[l<r)Ur+lr+1Ur+1+ --+LUT, =7

(€]

1

(@)

Sm = ] [l(r)2+lr+127'+l+ te +li2i] ’ =T,

Then w;, (1=7), is expressed as

(4.5) Wr=g(U,, ++, Uer) =| U 'O Uy 's4172| Uy | 60402
and the corresponding population quantity is

(4.6) 0 =0T, Zrirse vy Son)=|Z O firr?] S [Tl
Applying Lemma 4.1, we obtain the limiting distribution of
(4.7 n{ (W, W) — (@, @p))

as the normal distribution with zero mean vector and covariance matrix
obtained by the formulae (4.2) and (4.3). From this, the limiting dis-
tribution of

(4.8) 2n~V(log w,,- - -, log w;)—2n"*(log w,, - -, log ;)
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is the (k—r+1)-variate normal with zero mean vector and covariance
matrix @=(¢;;), where ¢, j=r,--+, k and

@9 =2t DL TRIYHeall-Sdn Sl

i ~ ~ ~ ~
@10)  gy=2tr| 3L S@n5.Ce— 552
e~ S ) Ca =SB . (<),

4.2. For the criteria im Section 3

Since we assume again that the first »—1 subhypotheses are true,
(%, -+, x,_,) are independent each other and they are independent of
other subvectors z,,---, #.,,; hence the structure of population covari-
ance matrix Y is now given by

P 0

0
(4.11) =lo 3.,

0 By

Furthermore the same argument as in Anderson ([1], p. 243) tells us
that (w,,---, w,_,) are statistically independent of (w,,---, w,), so that
we have only to consider the joint distribution of w,, i=»,-.-, k, start-
ing with (x,,- -, 21) and 2.

Thus there is no loss of generality if we let r=1. By Lemma 4.1
with ¢g=1, the limiting distribution of

(4.12) n1/2{(wl, wZ, ct ’w,,)—(ﬂl, 02,' A 0k)}
is normal with mean vector (0,---, 0), where
(4'13) 0iZIZ[illlztil_llz[i+1]|_l ’ 7::1:" -,k.

The variance of n'2w; in this limiting distribution is given by Olkin
and Siotani [6] and Siotani and Hayakawa [9] as

(4.14) ¢1i=202 tr {E[i]D(;i)—Iqi}z y 7::1,' ty, k

where DY’ =diag (27!, 254.;). The covariance of n'*w, and n'*w); is, from
(4.3) with ¢=1, obtained in the following form :

(4.15) $i; =200, tr [Z31{Z; 37/ 2 1i—Zis0002 7 0512 spsan}
where 7<j and

“'—"jjl,f
(4-16) ij~[j+1]=2jj“(21,j+1 [ Ej,ku)szlm .
Zk+l,j
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ZJ‘HJ
(4-17) 2ij~[j+l]=2;‘i-[j+1]:Eij_(zi,jJrl 9ty 2i,k+1)2[—]'1+1] : .
2k+l,j

If we use the above notations, ¢, is expressed as
(4.18) $u=40; tr {35 (T — Ty} -

It is noted that 3., is the population residual covariance matrix of
x; after removing the effect of (x,.,,---, #:,;) by linear regression and
Y+ 18 the covariance matrix between the residual of x;, and the
residual of z;.
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