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Abstract

It is shown that the characteristic roots of the information matrix
of a balanced fractional 2™ factorial design T of resolution 2/+1 are

the same as those of its complementary design 7. Necessary condi-
tions for the existence of such a design T are also given.

1. Introduction

As an important subclass of fractional designs, balanced designs
were first introduced by Chakravarti [1]. They are the generalizations
of orthogonal designs which make the estimates of various effects of
interest mutually uncorrelated. Balanced designs are flexible in the
number of assemblies or treatment combinations, whereas orthogonal
designs require much more than the desirable number of assemblies.
Such designs which are practical are now becoming more popular.

Srivastava [3] has established a connection between a balanced frac-
tional 2™ factorial design of resolution V and a balanced array of strength
4 with index set {g, s, ¢z, pts, tu}. Furthermore Srivastava and Chopra
[6] have given explicitly the characteristic polynomial of the informa-
tion matrix of this design, which is useful for comparing the fraction
by the popular criteria (such as the deteminant, the trace and the larg-
est root of the covariance matrix (see Srivastava and Chopra [4]).

Those investigations, however, have been restricted only to the
effects up to two-factor interactions. With the development of a means
of computation, it has been possible to deal with many factors simul-
taneously. Among these factors, there may be similar ones. This im-
plies that we can not ignore three-factor or more interactions, that is,
we need to consider designs of resolution VII or higher resolution.

Yamamoto, Shirakura and Kuwada [6], in general, established that
a necessary and sufficient condition for a fractional 2™ factorial design T
of resolution 2/+1 to be balanced is that T is a balanced array of strength
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2l with index set {m, g4, -, pu} provided the information matrix M,
is non-singular. Furthermore, Yamamoto, Shirakura and Kuwada [7]
gave explicitly the characteristic polynomial of the information matrix
M; of a balanced fractional 2™ factorial design of resolution 2/+1, using
the decomposition of the triangular MDPB (multi-dimensional partially
balanced) association algebra into its two-sided ideals.

The purpose of this paper is to show that the characteristic roots
of the information matrix of a balanced fractional 2™ factorial design
T of resolution 2/41 are the same as those of its complementary de-

sign T (which is obtained from T by an interchange of 0 and 1). It
is useful for finding optimal balanced designs with respect to the ecri-
teria such as |M;!|, tr M;* and ch,,. M;'. Another purpose is to give
explicitly some necessary conditions for the existence of a balanced

array such that y, <= 1+m+ (’g) 4+ 4 (7”)) effects are estimable.

2. Preliminaries

Consider a 2™ factorial experiment with m factors each at two
levels. An assembly or treatment combination will be represented by
(Ji» Jo;+++» Jn), where 7., the level of kth factor, equals 0 or 1. We
shall consider the situation where (I+1)-factor or more interactions are
assumed negligible for a given integer | (1<I<m/2). Then the vector
of unknown parameters is given by 6'=(9,;6,,6;, -, 0.; 0, 0y, -,
Onctimy 03 Orzetss o oy Omiyrm)y (1Xy,), where 6,, 6, and in general [
denote the general mean, the main effect of tth factor, and the %-factor
interaction of corresponding factors, respectively.

Let T be a fraction with n assemblies, then T can be expressed
as a (0,1) matrix of size nXm whose rows denote assemblies. The
normal equation for estimating @ based on T is given by M,8=E/y(T)
where E,(nXvy,) is the design matrix, y(T) is the observation vector
and M, (=E7E;) is the information matrix (see, e.g., Yamamoto, Shira-
kura and Kuwada [6]). If an information matrix M, is non-singular and
M;! is invariant under any permutation of m factors, then T is called
a balanced design of resolution 20+1.

Let e(t,---,t,;t,---,t)) be the element of M, whose row and
column correspond to 0.,..., and @,...; of 8, respectively. Let xOy and
|z| denote the symmetric difference of sets x and y (i.e., xQy=(xUy)
—(xNy)) and the cardinality of z, respectively. Then it has been shown
in Yamamoto, Shirakura and Kuwada [6] that a necessary and sufficient
condition for T to be a balanced array (B-array) of strength 2 is that
the information matrix M, has at most 2/+1 distinct elements 7, (1=
0,1,..-,2l) as indicated below:
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Ti':s(tl"' ) tu; ti?' Y t:;) if |{t11' R tu}@{tgr' Yy t{a}|=i’

and that a connection between the elements 7, of M, and the indices
u#; of the B-array T is given by

2L

Ti
2.1)

Suppose (‘;):0 if and only if b>a=0 or b<0 throughout this paper.

We define a B-array of strength t. A (0,1) matrix T of size nxm is
said to be a B-array of strength ¢, size n, m constraints, 2 levels and
index set {u”, puf®,---, ¥} if every mxt submatrix T, of T is such
that every (0, 1) vector with weight (or number of non-zero components)
J occurs exactly p times (5=0,1,---,%) as a row of T,. Then it is

t
easily seen that n=73) ( ;-);zg‘). For simplicity, we write p,=pu (i=0,
i=0

1,..-,2l) throughout this paper. Since a B-array T of strength 2!
with indices g, is also of strength k (k<2l) with indices

(2‘2) /“gk)z'.% <2l—k>pi for j=09 11 Tty k ’

=0 \g—7

a connection between the 7, and x® is given as follows: For 1=0,1,

- k,

2.8)

3. Complementary balanced arrays

For a B-array T of strength 2I, m constraints and index set {u,
t, )}, We consider

) i ) ..
(3.1) P =3 1yl for 0<i<j<I-8,
a=0

where

[ J=R =)

(u,v):__ = _ a—b
Rja bgo( 1) <1)—-u+b> v—u v—u

b
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Let K; be the (I—p+1)x(!—p+1) matrix such that for each g=0,1,
ol -

0,0 0,1 0,1—
,c% )’ ltfg )’,,,, x§ 8)

(1,1)

(8.2) K,= ks
Sym. .

P L))

The following theorem has been given by Yamamoto, Shirakura
and Kuwada [7].

THEOREM 3.1. The characteristic polynomial ¢(2) of the informa-
tion matricx M, of a balanced fractional 2™ factorial design T or a
balanced array of strength 20 with index set {y,, t4,- - -, pu} s given by

1
$r()=|Mr—2L,| =T[0 | Ks— 2L, s,

B=

atr =) %)

Let T be the array obtained by interchanging symbols 0 and 1 in

T. Then it is easily shown that the array T is also the B-array of
strength 2! with indices pg,=py_,, (¢=0,1,.--, 2).

DEFINITION 3.1. The array T is called the complementary balanced
array of a B-array T.

We shall consider the relations between a B-array T and its com-

plementary B-array T. Let 7, and %% be those values of T corre-
sponding to 7, and x$” of T, respectively. Then we have

LEMMA 3.1. For a B-array T and its complementary B-array T,
it holds that

7.=(—1)r, for all ©=0,1,.-.,2[,
BO=(—1)e?  for all 0Si<Gsl—p.

ProOF. From (2.1) and (3.1), we have

=B

1 2l—1 >-
p/\j—i+p

Hi
(i, 7) & (B+1,8+7)
(I — - g
‘ﬁ ’ _20 Tf—i+2azﬁu 2.
a=

From Definition 3.1, we have
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=52 ()2 -
Ti 2 ( ) p/\j—i+p Mo
P - - 2l—1i
STISANEAR
> (1) i—q/\2l—k—q M

=0 S 3 G0

Hence we have
—, 5y j-i+2 (B+1, B+ 1) i+, 9)
£y =20(“1) “Ti—israla P =(=1) gD
=

THEOREM 8.2. For a B-array T and its complementary B-array, T,

S[’i(z) =¢'T(2) ’

where ¢7(2) is the characteristic polynomial of the information matrix
Mz of T.

PrROOF. From Theorem 3.1, we have
13 _
S[’T('z):l];[o | Ky— 2L _p.1]%

where K, is the (I—B+1)x(—p+1) symmetric matrix whose (i, 5) ele-
ment is x*”. From Lemma 3.1, we have

Kp = Dl_ﬁ+1KﬁDl—ﬁ+1 ’

where D, _,,, is the (—8+1)x({—p+1) diagonal matrix whose (i, 1) ele-
ment is (—1)* for ¢=0,1,---,l—8. Hence

| Kﬁ —AL_pii|=|Di_p 1 KDy — 254
=|Di_pi(Ks—T_p11) D]
=|Ks—2L 5. -

Thus we have ¢7(2)=¢,(2).

The theorem is useful for finding optimal balanced designs with
respect to criteria (e.g., the trace, determinant and largest root criteria)
which are based on the characteristic roots of M,. For example, con-
sider the selection of optimal balanced designs of resolution VII (i.e.,
l=38) with respect to the trace criterion. For a given pair (m, n), there
are, in general, a large number of B-arrays of strength 6 whose indices
satisfy n=p+ps+6(pe+ 15) +15(1+ 1) +20p;. Among these, we must
select a design which minimizes tr M;!. However Theorem 3.2 means
that among ones such that (a) g, >p, if p#m, (b) p>p, if g=p, and
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wmFEps or (¢) pm=pe, if w=p, and p=p (with given (m, n), of course),
we can select such a design.

4. Some existence conditions of balanced designs

Each matrix K, given in (3.2), obviously, is a function of the m
and p; (¢=0,1,---,2l) of a B-array T. The following two theorems
have been given by Yamamoto, Shirakura and Kuwada [7].

THEOREM 4.1. Let T be a B-array of strength 2l, m constraints and
index set {p, pa,+ -+, pu}. Then a mecessary condition that T exists is
that every matrix K, is positive semi-definite.

THEOREM 4.2. Consider the array T in Theorem 4.1. A mecessary
and sufficient condition for the parameter vector @ to be estimable is that
every matriz K, is positive definite.

In this section, the elements of the matrices K, K,_,, K,_, and the
diagonal elements £, &P, £, £ of the matrix K, ; will be explic-
itly expressed in terms of the m and g, of a B-array 7. For this
purpose, we use the following identities (see, e.g., Riordan [2]):

S0(5)7 ) =0(7)

(30

AGTE)=G)
From (2.1)-(2.8), (3.1) and (4.1), we have
@) =3 (=g S (L )(L =2,

(4.8)  RP=20"0pr D=2 (i) 21}

(A =2 = (bt )+ 4+ )+ 6
(4.5) &P =2""%{(pti_s+ f148) F6(pti_at p142) +16(e0 1+ p141) +20p} .
Furthermore we use the following lemma for the rest.

LEMMA 4.1. For any mnon-negative integers j and o, we have the
Sfollowing combinatorial identity :

S8 () (2) =2

where 3,,=0 or 1 according as j+#w or j=o.
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ProoF. From (2.1), we have another equation, i.e.,
2 1w 20 92l —2« 1
g R A ) e
K Z_::, E IE} (—1) 0/ \j—2a+p/\ a Ey

£>® is independent of the number m of constraints of a B-array. Partic-
ularly consider m=2l, then there exists a B-array for any index set
{00, 1, -+, pu}. Hence, comparing the above equation with (4.2), we
can derive the identity.

Therefore we have

@6 =30} J—tm—20-1) 5 (-1 (")
=2, — (m—20+2) ,5:.‘, b ;zlo (—1)v+~{(2(“;1))

e v P e i)

o) e e

=22 {(m — 20+ 2) (1 + 1) — 2(m — 21}

4.7 £ =2""4{(m—20+4) (P + p*P) —2(m — 2] +2)p?
=2""*{(m—2l+4) (,Uz-2+#z+2) +4(p, -, +ﬂt+1) —2(m '—20#;} ’

(4~8) "El-'%) = 22:—0{(m _2l+ 6) (ﬂl-3+#z+s) +2(m - 2l+8) (#z-2+#z+2)
—(m—20—-10)(prs_s+pr141) —4(m—2l)p,} ,

49)  aPP=2 =TT (t— ) »
(4.10) 2P =2"""m —20+4{(ttr10—p11_2)+ 2111 — p11_1)} »
(4.11) xg&;>=2“-4[("“‘§l+4>(p,_2+y,+2)—2(m—2z)(m—2z+3)
+ Gaos )+ {80m — 20+ 5(m —2D) 4}
@12) 9= ("2 )~ -2l 5) m—21—2)
st ) = (Om— 2 11— 20) 2] (s )

+2((m — 2"+ 8(m—20)+ 6} |,

(4.13) xg°;§>=2=l-‘\/ (m“g“"‘) Wtiat ) =2}



384

TERUHIRO SHIRAKURA AND MASAHIDE KUWADA

(4.14) x%l_»?=22L-*Jm‘TM{<m—2l+4)(m+z—m_2)—2(m—2l)

(i —m-)}

@15)  ae2=22 (™72 )yt )~ (m—2D) (m— 2+ 4) (m—20-+5)

3
: (p,_z+pz+z)+—;—(m—2l+4){5(m—21)2+7(m—2t)+6}

(st ) =2 (m— 2 (5(m — 2P+ 21(m —2)+ 28} |

From Theorem 4.2 and (4.2)-(4.15), we thus have

THEOREM 4.3. Let T be a B-array of strength 2l (1=3), m constraints
and index set {p, pu,- -+, pu}. Then necessary conditions for T to be a
balanced fractional 2™ factorial design of resolution 2141 are that the
Jollowing strict imequalities hold :

(4.16)
4.17)
(4.18)

(4.19)

(4.20)

4.21)

(4.22)

(4.23)

#l>0 ’
(m—21+2) (1 +p141) —2(m —2)p, >0,
(m—204+4) (st 40) + 41+ pr) — 2(m —2l) 1, >0,

<m—21+4

2 ) ) — 2m—20) (0 — 243) s+ 1)

+ {3(m — 2l +5(m —2)+4}1,>0 ,

(m—2146) (s + t1145) +2(m — 20+-8) (p1s_3+ p111.0) — (m — 20— 10)
(st ) —4(m—20)p, >0,

(m—2l+6

9 )(ﬂl—3+ﬂl+s)_(m_2l+5)(m_2l_2)(ﬂl—2+ﬂz+2)

—%{(m—2l)Z+11(m—2t)—2}(y,-1+m+o
+2{(m—21)+3(m—2) +6} 1, >0 ,

(m—2l+6

2 )(p,_amu)—(m—2l)(m—zl+4)(m—2l+5)(p,_z+y,+z)

+—;-(m—2l+4){5(m—2l)2+7(m—2l)+6}(ﬂz_1+#z+1)
_%(m—2l){5(m—2l)”+21(m—2l)+28}m>0 )

(m—204+2) gty 1+ (s + gt ) —(m — 2 >0,
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(4.24)  (prroatinn +ﬂt-1#z-2) +(m—214-6) ([lt+2#z +[-lz#z-z)
+(2m —449) (rsaprs+ prssprs—s) H(m —20+ ) py o,
—(m—20) (gt 1+ 1) —2(m — 2L —3) (et + 1t 1)
+2(m — 21+ 8)pt 41411 —3(m —2) ;>0

(4.25)  —2(m—21) (gt pupti 1) —4(m —20) (m — 21+ 3)
(st t prapi o) — (m—20) (m —2l+3)(m—2l+4)
o (st et 1) —2(m —20) (st + g o)
+(m—20){3(m —20)+ 1} (o1 + it —1)
—(m—20) (m — 2L+ 1)pi + 2(eesaftisstte+ patto-ip1-2)
+4(m — 21+ 83) (ptrsattr a1+ trsatli_stlis)
+(m—21+3) (m —20+4) (e raftrstust tussthistli_s)
+2{2(m —20)+ 9} (phrsaputt-1 + thrssptitti—s)
+(m—21+4) {(m —21)"+5(m — 20) +8} g1 apt1pt1 2
+2{(m—21)*+3(m —2l)" — 2(m —2) + 4} prssprypts 1 >0 .

Finally, we can note the following result from Theorem 4.1:

THEOREM 4.4. A necessary condition for the existence of a B-array
of strength 2l (1=3), m constraints and index set {u, t1," -+, pu} s that
the strict imequalities (4.16)-(4.25) are satisfied with inequalities and]or
equalities.

In the same way, we can express other elements of matrices K,
(8<1—38) in terms of the m and p; of a B-array and obtain the results

similar to Theorems 4.3 and 4.4. However they are very complicated
and not available for practical use.
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