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Summary

- It is well known that one-sample or c-sample (location) problems are
special cases of the general linear regression model Y,=p8x;;+ -« -+ i%u
+e¢,, where we wish to test the hypothesis H: g,=---=8,=0, ¢=<k. This
problem has been considered by Hajek [5] and Srivastava [13], [14], and
a class of asymptotically most powerful rank score tests has been pro-
posed. In this paper, the above problem of testing H against a sequ-
ence of alternatives tending to H at a suitable rate has been considered
for the censored data, i.e., when only the first r-ordered observations
are available. A class of rank score tests has been proposed. It has
been shown that the proposed test is superior to those proposed by
Gastwirth [6], Sobel [10], [11] and Basu [1], [2], [3] in the sense defined
in Section 4; no large sample comparison with Rao, Savage and Sobel
[8] statistic is possible since its asymptotic distribution is not known.

The c-sample problem as a special case of the regression model has
been considered in Section 3. In this case, however, the design matrix
X, becomes a random variable.

1. Introduction

Let Y,,Y,,--+,Y,, n=k be n independent observations with
(1.1) Yn,=ﬂ’Xn+37/z ’
where Y,/=(Y,,---,Y,) is a row m-vector, 8 a k-vector, and X,=(x%,
cee, Xx™), a kxn, k<m, matrix of known constants (design matrix);
we assume that X, is of full rank, so that e.g. x*,.--,x* can be
taken as linearly independent vectors. e,=(e,--,¢,) Where the ran-

dom variable ¢, obeys an unknown distribution function F' such that
P, (Y,=y)=P, (essy—B'xV)=F(y—B'x?)

where P, denotes that the probability is being computed for the param-
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eter value 8. The form of F is not known but we shall assume that
F ¢S where

(C1) F ={absolutely continuous F':
(i) F'(x)=f(x) is absolutely continuous,

@ | @@ @dz<eol) .

We will refer in the sequel to the above conditions on the class & of
distribution functions as (C1). It may be noted that (i) and (ii) imply
that

Sl S(x)dxe=0 .

Let
ﬂ,=(ﬂ{7 ;)’ {=(|81,"', .Bq)y .3$=(ﬁq+1,"',19k)
(1.3) X =((27)) =(xP,+ - -, Xx™)
XD, X0, 2P\ [ X
= ( x%”, xgz)’ cee, xg,.) ) =k( X;Sz) )

where x{"’s are g-vectors and x{”’s are (k—gq)-vectors. Let R; be the
rank of Y, in the ordered sample V,<V,<---<V, i.e.,

(1.4) Y,=Vx,, 1<isn.

The problem of testing H:8,=0 when all the » observations are avail-
able has been considered by Srivastava [13], [14].

Sometimes we cannot observe the entire ordered sample (Vy,---, V,)
but only the first » (<n), r>k. We call such data observation cen-
sored (right-censored) because the censoring point is determined by the
sample—the rth largest observation. We assume that r/n approaches
p (0<p<1) as r and n tend to infinity.

The object of this paper is twofold. First to give a unified ap-
proach with the help of regression model for testing the hypothesis
H: B,=0 for the above problem of censored data. From this one-sample
and c-sample results follow as corollaries. Secondly to show that the
efficiency is lost by giving any weight to the truncated portion unless
p is small. Specifically we show that if p=1/3, the test proposed in
this paper is superior to those proposed by Sobel [11], Basu [1], [2], [3]
and Gastwirth [6] contrary to Gastwirth’s claim that his is an asympto-
tically most powerful test. Thus the title and Theorem 3.1 of Gastwirth’s
paper appear misleading. Actually his Theorem 3.1 should be read in
conjunction with his conditions (a), (b) and (c) given just above the
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theorem which require that a constant weight must be given to the
unobserved data. This criteria is indeed arbitrary and one cannot hope
to get asymptotically most powerful test in the general case.

It should be pointed out that the unobserved data does contain an
information, the observed observations are smaller than the unobserved
ones, and the loss of efficiency should be expected if one does not use
this information. However, if this information is not properly used
and is given a lot of weight, this will also lead to inefficiency as is the
case with the results of Gastwirth. It may be pointed out that the
proposed tests of this paper are not claimed to be asymptotically most
powerful rank scores tests; the same should be true of the results of
Gastwirth and Basu. .

In order to find the asymptotic distribution of the proposed test
statistic, we require Condition (C2)—that the maximum (in magnitude)
of the elements in T,'X,—0 as r—oco, where T, is the unique kxk
upper triangular matrix such that

T'gl) Tf(lz) LS‘I)
(1.5) X, = T,L,.=( 0 T® )(L(rz)) ’
where
(1.6) L.=((ljr)=1P,---, ) =T'X,

is a kxr, k<r, semi-orthogonal matrix, L,L/=I,. L and L{® are
semi-orthogonal matrices, orthogonal to each other;

LoLw=1, L®L®=I,_,, LPLY=0, LPLM=0.
The condition (C2) is equivalent to

(C2) lim max I 19=0 .
r—oo 1SisT

It may be pointed out that the (C2) condition is weaker than Hajek’s
[6] conditions (cf. Srivastava [12], [13], [14]).

2. Proposed Tests
Let
(2.1) P*(w)=—[g' (G (w)/g(G'(w))] , 0<u<l

where G! is the inverse of G and G (known) is the truncated (at X,=
G~(p)) distribution function belonging to the class & (satisfying condi-
tion (C1)). The (2.1) function that corresponds to the truncated (un-
known, the true distribution) distribution F' (at X*=F"!(p)) is
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(2.2) $rw)=—[F )/ FFw)], 0<u<l.

¢* is used in constructing rank scores tests and ¢* comes in the effici-
ency expression which depends on the unknown underlying distribution
function F. We will consider only those & for which ¢*(u) and ¢*(u)
are non-decreasing functions of u. We will refer to this condition in
the sequel as condition (C3). It may be noted that the condition (C3)
of monotonicity of ¢* and ¢* is satisfied if the density functions f and
g are strongly unimodal density functions. The two most commonly
used scores functions Wilcoxon scores and Normal scores satisfy the
condition (C3).

Also, we will consider the normalized (usually by adding a constant)
¢*(u) and ¢*(u) say ¢(u) and ¢(u) respectively such that

2.3) 0= S: Pu)du= S: Hu)d .
From (C1) it follows that

(2.4 r={ pdu<e,

(2.5) = pdu<oo .

Consider a vector of statistics defined by

(2.6) Z/=(Z",- -+, ZO)=[gRyfr+1),- - -, p(R [r+1)],
where R, is the rank of Y, as defined in (1.4),

2.7) g (W)=9¢@/r+1),  (G-Dir<usjr

and

(2.8) lim {' 19, ()~ g(0)Vdu=0

by Hajek [4] and condition (C38). Define
(2'9) Mr = Zrng'l) ,Lg‘l)Zr/rz

we propose M,(¢) as the class of test statistics for the hypothesis H:
Bi=:--=8,=0, ¢<k in the linear regression model (1.1a).

To every Ge <, corresponds one test statistic M,. In particular
if G is the truncated logistic distribution

Gx)=(1/p){l+e=*®}1,  —oco<a<X,
Xo=—(1/c) In (1—p)/p)—k, then ¢(u)=2pc(u—1/2), which is the normal-
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ized ¢*(u). Following as in Srivastava [12], [13], it can be shown that
under conditions (C1)-(C3)
(2.10) lim P, {M, <y} =P {x;<y}

where P, denotes that the probability is computed under H:g=---=
B,=0 and X} denotes the chi-square random variable with ¢ degrees of

freedom. M has a non-central chi-square 12 under the sequence of
alternatives

(2.11) - Kr : ﬁ(f:r—I/Z(,r—axb“ ey, T—“qbq)
=B, -, 00) say
=V

where by, by, -, b, are real constants and max |x,;|=0(r"), «;=0. The
) ) 1sjs7
non-centrality parameter is

2.12) #=lim B,(TO T8, B
where
2.13) B =y | swpan] (], #adn) .

3. c¢-sample problem

Let
3.1) F(x)=F(x—6,), =1,2,---,¢,
and let a sample of size n; be taken from F;. Let
n=3n,
(8.2) 1=(01—0c,- -, 0.,—0.)
B:=0..

On the basis of the first » ordered observations out of %, ordered from
smallest to largest, we wish to test the hypothesis H:j,=0, which
is equivalent to the hypothesis H:8,=---=60,. Let n{” be the num-
ber of observations from the ith sample among the first » ordered ob-
servations. n{”, i=1,2,---,¢—1 are random variables with (under H
as well as under K,)

E (n{”)=rn,/n
(3-3) Var (n{”)=r(n./n)(1—n/n)(1—r(n—1)7")
Cov (n{”, n§)=—r(n:/n)(n,/n)(1—r(n—1)7") .
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Let n,, n and r tend to infinity in such a way that

(3.4) lim r/n=p>0, lim (n,/n)=2, ,

n—oo

where 0<4,=2,=1—24<1,,19=1,2,-.-,¢ and 4, is a constant not greater
than 1/c. Then the random variable (n{”/r,---,n{”/r) tends to a de-
generate distribution at (4,,---,4._;). Let

(3.5) X, =((x))

where z,.,=1 if n{”+.- - +0{P<a=n”+-..--+n{” and z,,=0 otherwise
for 1=1,2,--.,¢—1, and z.,=1 for all a. Conventionally 7,=0. Hence

n” 0 - 0 nP
0 mP--- 0 m
(3.6) xx/= 1 G
0 0 -0 nD
n? n .- en T
and
A 0 A
3.7 XX o, s /:10-1
Aoy 1

in probability. Consequently the test statistic M, has a chi-square dis-
tribution with ¢—1 degrees of freedom under the hypothesis H and
non-central chi-square under the alternative (2.11) with the non-central-
ity parameter

3.9) &= - a0y | B

4. Comparison with other tests (two-sample case)

Gastwirth [6] proposed a class of rank score statistics for the two-
sample problem. His weight function for the Wilcoxon type test is

u—1/2, 0<u=p

(1) ot =]
p/2, p<usl.

Sobel [10], [11] proposed two tests of Wilcoxon type. Basu [1], [2] re-
cently considered one of the Sobel’s statistic, and showed that the other
Sobel’s statistic is asymptotically equivalent to Gastwirth [6] statistic.
Thus, we need to compare the proposed procedure with Basu and Gast-
wirth statistics. Basu’s [1], [2] weight function is given by
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u—p+pi2, O=su=p,
(4.2) ¢B(u)={
/2, p<u=zl.
The weight function for the test proposed in this paper is given by
4.3) d(u)=2cp(u—1/2) , 0susl.

In order to see how the weight functions (4.1) and (4.2) arise and
how many more can be a candidate, we consider the following density
function.

dee™ R [[1 e~ =+R)E | —oo=ZzxsX,
(4.4) h(x)=
c*e ™", > X,
where
(4.5) dzp and d—1 as p—1,
and
(4.6) Xy=H"(p)=—(1/c) In (d—p)/p)—F .
It thus follows that
(4.7) k=—(1/c)In (d—p)/p)+(1/c*) In 1-p) ,
and
WCH (c/d)(2u—d), 0=u=p
(*9) == h((H “((u)))) ={ o*, p<u<l.

We assume, without any loss of generality, that

(49) |, #du=(c/d) ' —dp)+e*(1—-p)=0 .

The density (4.4) involves four constants k, ¢, ¢* and d. There are only
two equations (4.7) and (4.9) and a restriction (4.6) to obtain them.
Thus there can be infinitely many candidates as a weight function. For
example if d=1, we get from (4.9)

(4.10) c*=pc .

If we assume further that ¢=1/2, we get Gastwirth [6] weight func-
tion (4.1). If d=2(p—p*/2)=p(2—p), we get from (4.9)

(4.11) c*=(c/d)p* .

If we assume further that 2c=d, we get Basu’s weight function
(4.2). The weight function (4.2) gives an impression that it does not
depend upon ¢, the scale parameter. That it is so follows from (4.6)
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with d=2¢; the restriction is 2¢>p. As is apparent the two weight
functions (4.1) and (4.2) are obtained from the density function (4.4)
by specializing on ¢. However Basu’s weight function (4.2) gives less
weight to the truncated portion as compared to the Gastwirth’s weight
function (4.1) and hence is likely to be more efficient than the latter.
That this is so follows from (4.25) and (4.26).

The weight function (4.3) gives zero weight to the truncated por-
tion, and hence is likely to be more efficient unless p is small. It may
be remarked that although the weight function (4.8) appears to be
giving some weight to the truncated portion this is nmot so. The effici-
ency is gained by redistributing the weights over the observed data.
Naturally one cannot score from unobserved data, and any weight given
to them would lead to inefficiency. This is precisely what is happening
with the weight functions (4.1) and (4.2).

It appears that the multitudes of weight functions arise from the
introduction of exponential density of arbitrary scale ¢* in the truncated
portion. The bigger the c*, the less efficient the test should be expected.
One way to obliterate this difficulty is to consider tests of the form
proposed in this paper, i.e., taking

(llp)ce—c(z+k)/[1 +e-c(.1:+k)]2 , —oco<x é XO
- (1/p)g(x) , say
where
(4.13) , Xo=—(1/c) In (1—p)/p)—k=G"'(p) .
This gives
__hHW)] _ _1
(4.14) py=— ST o [pu : ] .

Without loss of generality we can normalize ¢* such that S: ¥ (u)du=0.
This gives us a normalized

(4.15) ) =2pclu—1/2], O<u<l.
Hence
(4.16) S: P u)du=4p'c/12 .

As in Basu [1], [2] and Gastwirth [6], we assume that
lim @(u)f(F'(u))=0,
u—1 or 0
and 0<2,<2,<1—2<1 for some 2,<1/2 where

(4.17) ,=lim % . m=ngtm, i=1,2.
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From (2.9) and (3.6) we find that the test statistic can be taken as

2"

(4.18) T, =(1/n$”) ;; ASH
=1

where n{” is the number of observations from the first sample among
the first  ordered observations. Given n{”, T, is conditionally asympto-
tically normally distributed with mean '

~I(p)
(4.19) = p,(ng')/'r)(2c \ f’(x)dw) . B0,
(8, is the difference of the means, 8,=r""%), and variance

(4.20) si=(nprnsr) | Fupdu

where f is any arbitrary non-truncated density. Hence, unconditionally
(see Section 8), T, is asymptotically normally distributed with mean

(4.21) m=2pe8,1-2) || faa

and variance given by

(4.22) a:=E< "'5;’)) S’ Fu)du+Var [E (T, | n{)]
rny” 0

=[(1—4,)/12npa)4p*c¢+O(B;) -
From Noether [7], the efficacy of a test T, is defined by
(4.23) e(T)=[d E (T.,)/d8|0=0,]'|oi(T,) -
Hence, the efficacy of the proposed test is

(4.24) oT)=112ni1 -2y |7 reyds]

Basu [1] has calculated the efficacy of his test and is given by

@) BY)=(2na(-2pe-3p) | rea]

The efficacy of Gastwirth [6] test is given by

-1

(2)  oGP)=nzna-nipw-3p+3N[|" " fe)s|

Hence, the efficiencies of Basu’s and Gastwirth’s tests with respect to
the proposed tests are respectively given by

(4.27) e(B, T,)=1/(4—3p)p ,
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and
(4.28) e(G, T,)=p/(¥*—3p+3) .

The following table shows that the proposed test is superior to

Basu’s and Gastwirth’s tests (and hence to Sobel’s tests) for p=1/3.

Efficiency
B, Tr) «(G™, Tr)
»

.34 1.00 17
.50 .80 .29
.67 .75 .46
.75 .76 57
1.00 1.00 1.00
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