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1. Introduction

In the current sample survey, the stratification plays an important
‘role theoretically as well as in practical application. The main object
of stratification has been thought to improve the precision in estimat-
ing the population mean and most of the studies on the stratified
random sampling so far seem to have been made within its limitation.
But in practice we consider the problem of estimating several popula-
tion characteristics including means, variances, covariances, correlation
coefficients etc. In our recent paper [4], [6] we explored the problem
from a general point of view by estimating a fairly general class of
functionals of the population distribution. Let & be a family of all
continuous or all discontinuous distribution functions over p (=1) dimen-
sional Euclidian space. Let us consider a functional 6(F) over & with
given symmetric kernel ¢(x,,---, x,) of degree m such that

(1.1) 0(F)=SRM o, o) T dF@),  for vFed .

Many of the important population characteristics can be expressed by
(1.1); for example population mean of order v is expressed by ¢(x)=2,
v=1,2,--- where p=1 and m=1; population variance is expressed by
(%, 2,)=(x,—x,)*/2 where p=1 and m=2, population covariance is ex-
pressed by o(x;, 2,)=(x®—x) (x®—x5)/2 where x;,=(xf”, x?), 1=1, 2,
p=2 and m=2 ete. In [4] we proposed a generalized U-statistics (say
U¥) for the stratified random sample, which will be defined exactly in
the next section, and in [6] UX* was shown to be a unique U.M.V.
(uniformly minimum variance) unbiased estimator of 6(F) wrt (with
respect to) the family & in the case of stratification where random
variables in each sample taken from a stratum are independently dis-
tributed within strata. On the other hand it is well known that
Hoeffding’s U-statistic (say U,) is a unique U.M.V. unbiased estima-
tor of 6(F) wrt the family & in the case of simple random sampling
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(for example see Fraser [1], Chap. 4).

The purpose of this paper is to compare the variances of U* with
U., and then to demonstrate the gain in precision due to stratification
in the case of proportional allocation. In order to explain our object
in more detail we must note some results in previous work; (1) It
seems to have been considered so far that a stratification always as-
sured the gain in precision, but recently an example which opposed
this fact was given by Wakimoto [3] in estimating a population vari-
ance. (2) Optimum allocation and optimum stratification have been
shown to depend on the kernel ¢ ([4] and [6]), and then even if we
could set the optimum allocation and stratification successfully for some
specific population characteristic we could no more expect it to be the
best but it might even be the worst way in estimating other popula-
tion characteristics.

The result of this paper is roughly summarized as follows. In the
case of proportional allocation gain in precision due to stratification is
assured for any stratification and any underlying distribution F if we
ignore the term O(1/n*), where n is a total sample size. Then the pro-
portional allocation will be recommended in this paper in the minimax
sense in estimating several population characteristics.

2. Theorems

It is shown in Isii and Taga [2] that the stratification of a popula-
tion I7 into L strata I7,,---, I, may be represented by a decomposition
of its distribution function F over R? into a number L of functions

Fi(x),+--, F,(x) with analogous properties to the distribution function
such that the relation ZL‘, F(x)=F(x) hold for all x ¢ R?. Then the func-
i=1

tion Fi(x) defined by w;'F(x) may be considered as the distribution
function corresponding to the ith stratum I7,, where w;,= (Iim )F‘,(a:),

z=(%,- -+, x,), for 1<i<L, and then we get the relations

@2.1) F@)=3 wFz) for all s ¢Rr

ZL}w,=1 and w,=0 for all 1=1~L.
i=1

It is noted here that each w,, the weight of the ith stratum 17, (1<
1=<L), should be known exactly to us after the stratification operation
has been completed in some way.

Let us assume that number L of strata, total sample size n, sam-
ple allocation (n,,---,7m,) and stratification procedure are preassigned
in advance, and that each size N, of the stratum 17, is sufficiently large
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compared with 7, so that a sample from the population may be con-
sidered to be independent of each other.

Suppose that X;; € R?, j=1~n, is a random sample of size n, drawn
from the ith stratum 7I; with the distribution function Fi(x), x € R?,
then our U} is given as follows: ’

L wr‘
2.2) Ur=m! 2T =-U,,
roi=t o7yl
-1
U= [(nl) ce <nL>] > SD(Xla(u), Tty X}a(lrl)) tt
7 T «
Xiacznst XLa(LrL)) ’
where the first summation in (2.2) should be taken over all combina-
tions (7y,---,r.) of non-negative integers such that ii‘, r,=m and the
=1
second one be over all combinations a=(a(11),---, a(Lr.)) of positive
integers corresponding to each (ry,---,7;) such that 1=Za(il)<---<

a(ir)<n, for i=1~1L.
On the other hand let X, € R?, i=1~n be a simple random sample,
then Hoeffding’s U-statistic U, is defined as follows.

2.3) Uo=[ ()] S oXutre -, X

where the summation is extended over all combinations (ay,::-, a,) of
m integers such that 15a,< - - <a,<n.

From the U.M.V. property of UX and U, we can define the pre-
cision due to stratification by the difference of their variances. The
gain in precision due to stratification for any stratifications, any popu-
‘lation characteristics of type (1.1) and any underlying distribution F' in
the case of the proportional allocation will be demonstrated in the fol-
lowing theorem.

THEOREM 1. Suppose E (X, -+, X,,)<oco and the proportional allo-
cation n,=wm for i=1~L. Then
(1) if m=1, where m 1is a degree of the kernel ¢, we get

(2.3) Var [U,]—Var [UF] =7lz- é wiE o(Xu)—0(F)},

and then Var [U,=Var [UF] for any F and any partition (2.1) of F.
(2) if m=2 we get

(2.4) Var[U,]—Var[U}*]

_m (m—=1p\ L _ 2
_Wﬁ__z_ggmmmmomml
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2132 L
+ 2L 53 w0, {[E X, X)— 0]
+2E [Sﬂg(Xu)—sﬂl(Xu)—E ¢{(X;1)+E Son(th)]z} +0(1/ns) ’

where
(2'5) ¢c(xli' Ty xc)zE [¢(X1,' ) Xm)l‘xizxu ’i=1~0] for c=1~m
and

(2.6) o=\, 0@ VAF@)  for j=1~L,

and then if we tignore the term O(1/n') we get Var[U,)=Var[U}] for
any m and n which satisfy n=(m—1), for any distribution F and any
partition (2.1) of F.

Remark 1. If we do not ignore the term O(1/n%), the result of The-
orem 1(2) is not true. For example, consider m=2 and some “bad”
stratification such that Fi=...=F,=F. Then we get from (3.2) and
(3.5) in the next section

Var [U,]—Var [U*]

=— 2 o wi(l—w,)
=D 2 w1 LTl Xl

—2 Cov [gD(Xl, Xg), QD(Xu Xa)]} ’

where X, X,, X; are i.i.d. random variables with distribution function
F. But since it follows from Fraser [1], p. 227, Theorem 5.2 that

Var [p(X;, X;)]—2 Cov [o(X), X3), ¢(X;, X3)] 20,
then we get Var [U,]<Var [UX*].

The above theorem can be extended to the two sample case. Let
X, € R?, i=1~m, be a simple random sample of size n, from a popula-
tion /1* with distribution function F(x), x € R®, and Y, € R?, j=1~mn,
be a simple random sample of size m, from the another population 7%
with distribution function G(y), y € R*. Let #(F; G) be a real valued
population characteristic with kernel ¢(x; y) such that

@7 oF; 6=, ola; 1)aF@)IGE) -

A well-known generalized U-statistic which is a unique U.M.V.
unbiased estimator of #(F'; G) wrt & is given as follows:

(2.8) U= (nym,)™ g ‘92=1 (2o 5 Ys) -
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On the other hand in stratification suppose that the population I7*
with distribution function F(x) and the population /7¥* with G(y) are
classified into L, and L, strata I77,- .., I, and IIf,-- -, II%,, respectively,
in such a way the distribution functions F; and G, respectlvely corre-
sponding to the ith stratum I7¥ and jth stratum /77 satisfy the relations

Ly
F(w)=?3 vF(x), 0=v,<1, Sov=1,
=1
2.9)

Ly Ly
G(y)zjgl w;G,(y) , 0=w; <1, ?_1:le=1 ,

for all x € R? and y € R*”.

Suppose for each 1=1~L, and j=1~L, we have a sampling plan
to take random samples X, € R?, a=1~mn,; of size n;; and Y, € R?, 8=
1~mn,; of size m,, from the ¢th stratum I7¥ and 177, respectively, then
our corresponding estimator of #(F'; G) is proposed in [4] as follows.

2.10) Fr=3) 53w 33 St (X Vi) -

i=17=1 NNy a=14

THEOREM 2. Suppose E o(X; Y)<oo, and the proportional alloca-
tion ny=vn and ny=wm, for i=1~L, and j=1~L,, then we get

(2.11) Var [U]—Var [U*]
=@ ) 0lE 0, ~0+ 21 S0 B ,(¥,) o]

nin, = 1N,

+— z‘ é v, 1B ¢(Xa; ¥ ) —~0F +E [po,(Xa) 4 Xa)
1 2

—E ¢, (Xu) +E ¢ Xi)P+E [0, Y ;1) — (Y1)

—E o (Y;)+E oY)},
where 0=0(F;G), ¢,y)=E[p(X;Y)|Y=yl, ¢(r)=E[pX;Y)|X=x],
oY) =E [o(X1; Y)|Y=y] and ¢,(x)=E [p(X;Y,)| X=x], and then we

get Var [U]1=Var [U*] for any underlying distributions F and G and
any partition (2.9).

Remark 2. If 6(F; G) be a real valued population characteristic
with kernel o(x,- -+, Zn,; Y1, +, Ym,) such that

O(F; G)=SR("‘1+"‘3)P SD(xu oy Ty Y1yt ym,) i_-l:l; ;D; dF(mi)dG(yj) ’

then we can give an estimator of 6(F'; G) which is a generalized U-
statistic based on a stratified random sample (see Yanagawa [5], p. 367).
Further we can prove a corresponding result as Theorem 1 (2) if n,=
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(m;—1)}, n,=(m,—1)* and if we ignore the term O(1/»’), where n=n,+
n,. The details, which can be given through similar discussions as the
previous theorems, are abbreviated, since we need quite complicated
notations and tedious computations. The author conjectures that a
similar result holds for an estimating problem of more general popula-
tion characteristics 6(F'; G) whose kernel is given by o(®(,: -, Tu,; %1,
...,ymz;...;zl,...’zmk)_

3. Proof of the theorem

PROOF OF THEOREM 1. (1) is clear since for m=1 U} and U, re-
sult in respectively

U= % SV (X))  and U= 31¢(X) .
=1 |, a=1 n i=t

(2) First we note the following relations which are obtained easily by sim-
ple manipulation by using Stirling’s formula such that n!~(2z)"n"+%",

(n—’r) 1—rsn 4+ An~2+0(n?) for ¢=0 and r,s=0,
3.1) %z sin'—(r—1)(s—1)n*+0(n"?] for ¢c=1 and 7,521,
( s ) s(s—1)[n+0(n7%)] for ¢=2 and r,s=2,

where A is a constant.
Let us put

C,n=COV [Socr(Xlla’ ) ;’chl: Sty XLlr' * %y XLcL),
%-(Xu:' ] chl" %y XLI” c XLcL)] ’

where

ﬂocr(mlli"" LTI AR ch,_)
=E [SD(XII""i Xlr,)"', XLl""y XLr,)IXij:xij’
r=(ry,--+,7r), $=(s,---,8;) and c=(¢, -, cL)
for ¢;<min (7, s;) for 1=1~L.

Then the variance of U} is (see [6])

(32  Var[Uxl=(ml} 3 T 2 = 1T (Z;’)(’;;:Zj) ¢

rei=1 118! i=1 n;
8;

where the first summation of the right-hand side of (3.2) should be

crs ?
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taken over all combinations of non-negative integers r=(r,---, r,.) and
L L

8=(sy, -+, 8;) such that > r,=>)s,=m, and the second one is all com-
i=1 i=1

binations of non-negative integers c¢=(c,---, ¢;) such that ¢;<min (r,,
s;) for 1=i<L. We want to expand Var [U}] such as Var [UX]=An™'
+An*+0(n"%). To get A, and A, exactly it is necessary and sufficient
from (3.1) to treat three different cases of ¢ such that (1) ¢=(1,0,---,
0), (0,1,0,--+,0),-++,(0,--+,0,1), (2) ¢=(1,1,0,--+,0),--+,(0,--+,0,1,1)

3
and (8) ¢=(2,0,---,0),--+,(0,---,0,2). In the first case ¢=(0,---, 0,1,
-, 0) we get from (3.1) that

L
) EZal@)
1Ul (CJ 85—C5 /1 \8
=TS8 _ T8 é 7s8; _ ri(ri—1)s(s,—1) +O<_1_) .
g n, iFomy n; n®

Thus the right-hand side of (3.2) reduces to

=(mly 3} sy T g,

1 M, rea=1 rls,!

wiw? L qretia
—(mly 33 W0 sy e B

L5F) ntnj T8
L fa+
—(m!)ES wi ” We
(miy 33 2 sy [ e +0(; )

a*Cas

where the summations 3 and > should be taken over all combina-
tions of non-negative integers r—('rl, -+, r.) and 8$=(s;, - -, 8;) such that

2 7',-2 s;=m—1 and Z ri—Z} s;=m—2, respectively, {3,,=Cov [¢o{?(X,y),
{05?(Xﬂ)] and go(i)(x) E [SD(Xu, X;rly c XLI: %y XLVL)IXH':x]‘ Then
we get )
L
Bi=m? 3 2L Var [p(Xu)] - mi(m—1) 33 221 Cov [(Xu, Xy,
n; J

L
i X, X)]—mim—1)* 53 25 Cov [p(Xu, Xa,
- i

o X, X")]+O<_i?> :

where

@3.3) @@, 05 ) =B [p(Xy, - -+, Xp) | Xi=2:, 1=1~c] .

i J
In the second case ¢=(0,---,0,1,0,---,0,1,0,--+,0) we get from (3.1)
that
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E(r\(m,—r, 77,88, )
t:[——:l; <ca><sa'—cﬂ>/<s¢) nn; +0< n® )
Thus the right-hand side of (3.2) reduces to

=(mly 3 5 5y
i<y NNy re a=1 ’I',,.

C(l)n )

where the summation 33" is the same as above, {{2=Cov [¢$2(X,, X)),
él)c)(){ﬂ; le)] and

gl)r (x: y) E [QD(XIU ) Xlr;y' t XLly' "ty XLrL)lXil-——x, le:y] .
Then we get

Bi=mi(m—1) $ "8 Var [p(X,, X,))+0(-L;) .
nn

{<j My

In the last case ¢=(0,---, 0, 2, 0,--+,0) we get from (3.1) that

TG (Goa) ()= r=sol) o )

Thus the right-hand side of (3.2) reduces to

L +8
B wyetea
3_--(”3!)2 " ” C(z)u ’
t= 2n¢ r. «=1 7,l8,!

where the summation >)” is the same as above,

C&%},,:Cov [Saggr(Xil, Xiz)r ?(23!(&1 ’ AXviz)]
and

?Egr(w7 ’!I)=E [SD(Xllr' Ty Aerlv ct XLl!' c %y XLrL)|X'i1=x! ‘Xﬂ:y] .
Then

Um—1) L aph
Bs=ﬁ—(m—-1—)— 312 Var [pf Xy, Xu)] +O<—-];§—> .
2 =t n

Summarizing the above three results we get
Var [UX]= B+ B;+ B;+0(1/n)
L 2
=m’X 2% var [l Xi)]
i=1 n,

L
—mim—1) 3 P Cov (oo Xes, Xp)y o Xis» X;o)]
%5

R (% ()

Am—1)2 I
y i (m—1) S wiw) vy [ X, Xzz)]+0< >
2 i,5 n‘n_/
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Especially in the case of proportional allocation, n,=wn for i=1~1L,
we get

(34 Var[Ux1="" 2w, Var [p(Xu)]

2 —1y2 L
+_1_2{ﬁ(m_l)_ 5 waw, Var [p( X, Xp)]
n 2 “J

— m¥(m—1)! z; waw, Cov [ex(Xut, X,1), 0o Xis» X}
=0(1/n) .

On the other hand the variance of U, is given as follows (see
Fraser [1], p. 225):

v ()5 (2)-

Where C‘::COV {go(le' %y Xm)’ sD(Xu‘ Y Xc’ Xm+1i' ) XZm—-c)} al’ld Xl9 Xzy
., X,,._, are i.i.d. random variables with distribution function F(x),
x € R?. By using (8.1) this reduces to

(3.6) Var [U,]=m/n+m*(m—1)4C,—2¢,)/2n* +0(1/n’) .
Further from (2.1)
L=E [p(X)— 6]
=310, E [pi(Xo)—0F

él w; Var [o(Xy)] +§"'—1 w;[E SDl(Xu)_ﬁlz ’

3.7
L,=E [ X, Xz)— 0T
=33 waw, B [puXa, X)—0F
=§j; waw, Var [pfXa, X,z)]+2 waw, [E ¢y X, X,)—0F
where ¢.(2, -+, «.) is defined in (3.3) and X, is a random variable with

distribution function Fi(x), « € R?, for i=1~L. Then from (3.4), (3.6)
and (3.7)

(3.8) Var[U,]—Var tU,,*]
=T (1 =1 S (B i(Xe) 0

+ m2(m_1)2 { L

on? ?‘7 waw,[E o X, X;0)—01
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+2 ;ZL;' ww; [Cov [py( X1, X;2), oo X, Xj5)]—Var [‘D‘(X“)]]}

+0(1/n) .
Since
iZj) w;w; {Cov [ Xi1, X2), 0o(Xur, Xjs)]— Var [p(Xiy)]}
L
= g ww; E {pl(Xy) —oi(Xu) — B 0i(Xy)+E o( X)),
where

ol(®)=| @, DAF,) -
Then we finally get
Var [U,]—Var [U}*]

_m( (mo1p) & o
_7(1 - ) ‘Zﬂw([E e Xi)—0]

2 —1) L
+ = S5 o, {[E ou(Xes, X,)— 6T
2n tJ

+2 E [pi(Xy) — 0i(Xi) — E 0§(Xi)+E (Xi)I’} +0(1 /%) .
Thus we complete the proof of Theorem 1.

PrROOF OF THEOREM 2. Similarly as one sample case we get in the
case of proportional allocation n, =wvmn, and n, , = WMy for i=1~L,, j=
1~ Lz, that

(3.9) Var[T¥ =§1 v; Var [p,(Xu)]/m+ ,i'i w, Var [o(Yy)l/my

Ly L,
+15_J=1 E vaw, {Var [p(Xy; Y;0)]— Cov [o(X; Y,
9 Xa; Y1~ Cov [¢(Xes; Y), o(Xess Y} ams ,

where ¢, (y)=E [p(X; Y)|Y=y] and ¢y(z)=E [¢(X; Y)| X=2].
On the other hand the variance of U is given by

Var [U]=E [p,(X;)—0](n,— 1)/nmy+E [pY)) — 01 (n,—1)/nm,
+E [p(X;; Y)—01/nm, .

Further by (2.9)

(3.10) Var [0]= 3 v, Var [p,(Xu)) (m—D)nns

Ly
+ g} [E ¢y(Xy) — 01 (n:—1)/mym,



STRATIFIED RANDOM SAMPLING 43

+ g w, Var [p(Y;)](m—1)/nm,
+§ w,[E ¢ (Y1) — 01 (ny—1)/nym,

Ly L,
+2 % vaw; Var [p(Xiy; Y01 /mim,

23
35 3 000, [B oXai V)= 0F s
Thus from (3.9) and (3.10)
Var [U]—Var [U*]
=5} ulE ,(Xa)— 0P~ D
+j§‘,:l w,[E ¢, (Y1) — 01 (n—1)[mym,
+§ jﬁ: D (B (Xus; Vo) — 01/

Ly Ly
+33 3 vaw,{Cov [p(Xus Y, (X Yin)] = Var [po(X)]

+Cov [p(Xis; Y1), o(Xias Y,)1—Var [¢/( Y, )1} e,

Ly _ Ly
—(m=1) SR o (X — 01+ Sy (B o (Y,) — 6]
nn, i=t mn, J=1

Ly L
+- L 505 w0, A[E o(Xa; ) — 6P +E [0,,(Xe) — 05(Xer)
Ny i=1j=1

—E 0,)(Xu)+E (X)) P+E [0, Y1) — Y ;1)
—E oY)+ E ox( Y!l)]z} ’

where
oY) =E [¢(Xu; Y)|Y=y] and ¢, (@)=E [p(X;Y;)|X=x].

Thus we get Theorem 2.
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