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1. Introduction and summary

Let S, and S, denote the independent p X p matrices with the central
Wishart distribution W,(n, 2) and the non-central Wishart distribution
Wig, 2, 2), respectively. In the canonical form of multivariate linear
hypothesis we can express the likelihood ratio (=L.R.) statistic by W=
—mn log |S.(S.+S:)7!|, Hotelling’s statistic by T7=ntr S,S;! and Pillai’s
criterion by V=(n-+q) tr S,(S,+S.)"!, where n,=n+(q—p—1)/2. Then
n and ¢ mean the degrees of freedom for the error and the hypothesis,
respectively. The null hypothesis is equivalent to 2=0.

In this paper we are concerned with the asymptotic expansions of
the distributions of the three statistics mentioned above, under the as-
sumption that ¢ is a fixed constant and 2=0(1). Expansions have been
obtained in terms of central y’-distributions in the null case and non-
central yi-distributions in the non-null case by several authors. In this
paper we attempt to improve our asymptotic approximations by extend-
ing the asymptotic expansions and considering the modified statistics.
The formulas necessary in derivation of further expansions are given
in Section 5.

Asymptotic expansion of the null distribution of W was obtained
up to order n~* by Rao [18] and Box [2]. Posten and Bargmann [17]
obtained the non-null distribution up to order n~? when the non-central-
ity matrix is of rank two. Sugiura and Fujikoshi [22] derived the same
asymptotic expansion without any assumption on the rank of 2, based
on the hypergeometric function of matrix argument. In Section 2 we
give the term of order n~® in the expanded form of the non-null dis-
tribution of W.

The distribution of T; in the null case was given by Ito [10] in the
expanded form up to order n~%. Siotani [20] and later Ito [11] derived
the non-null distribution up to order n~'. The non-null distribution up
to order n~* was obtained by Siotani [21], Fujikoshi [6], Hayakawa [7]
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and Lee [14]. The expansion of the percent point of 77 was given by
Ito [10] and Siotani [19] up to order n~%. Davis [4] gave the percentile
expansion of T¢ up to order »~®. In Section 3 we treat the distribu-
tion of the modified T statistic defined by T=(n—p—1)tr S,S;'. This
is due to the fact that the expectation of T is equal to the expectation
by the limitting distribution. This consideration has been done by Sugi-
ura [23] and Sugiura and Nagao [24]. From the numerical results we
can roughly say that the accuracy of the approximation due to the
present formula is better than that of the previous asymptotic formula.

The asymptotic expansions of the null and non-null distributions
and the percentage points of V with respect to n+gq were obtained by
the author [6]. On the other hand, Muirhead [15] and Davis [5] derived

the expansions of the null distribution and percentage points of V=
n tr Si(S,+S.)~ with respect to n and the expansion of the non-null dis-
tribution was obtained by Lee [14]. However, it may be noted that
the expansion of V with respect to n+gq can be recommended by the
similar reason as in the case of T¢. In Section 4 we derive asymptotic
expansions of the null distribution and percentage points of V up to
order n~%. Consequently we can see that the simple and interesting
relationship exists between the coefficients in asymptotic formulas for
the null distributions of T and V.

2. Expansion of the non-null distribution of W

In this section we attempt to extend asymptotic formula for the
non-null distribution of W by the direct extension of the method due
to Sugiura and Fujikoshi [22]. The characteristic function of W has
been expressed by

@1  cp)=DmA=2it)2—(q—p—1)/Hl,(m/2+ (p+q+1)/4)
Iy(mf2—(q—p—1)[4)(n(1—-2it)/2+(p+g+1)/4)
iF(—itng m(1-2it)2+(p+g+1)/4; —92) ,

where

(2.2) [(t)y=nr@=0 ]’1 I't—(a—1)/2),

e . e . — & (al)r° ° '(a'r): C:(Z)
(23) rFs(aly y Oy bl! ’ bsy Z) kgﬂ g (bl)‘- R '(b,)‘ k! ’

where a,,---, a,, b;,--+, b, are real or complex constants,
(2.4) (GL);=TZT1 (@a—(a—1)/2)(a+1—(a—1)/2)- - -(a+k.—1—(a—1)/2) ,

and C(Z) is the zonal polynomial of the pXp symmetric matrix Z cor-
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responding to the partition «={k,,---, k,} of the integer k such that
ki+---+k,=Fk and k,=---=k,=20. Applying the well-known asymptotic
formula for the gamma function to each of the four gamma products,
we get

(2.5) First factor=(1—2it)"?"*[1+rn;¥((1—2¢t)1—1)
+ a1~ 2it) 1) — (L~ 2it)~ 1)} ]+0(n) ,

which is the asymptotic expansion of the characteristic function of W
under the null hypothesis (c.f. Anderson [1], p. 208), where r=pq(p*+
q*—5)/48, d = r*/2+ pq{3p*+8q¢*—50p*—50¢*+10p*¢*+159}/1920. Noting

that (n+b),=]i[l{I’(n+b+k,,—(a—1)/2)/1"(n+b—(a—1)/2)}, we have

(2.6) log (n+b).=k log n+(2n)'A;—(24n?) "4, +(24n%) 14,
—(960n)tA,+0(n7%) ,

where

(2.7) A,=ay(x)+2bk ,
Ay=ay(x)+12bay(x)+ (126°— 1)k
Ag=04(k)+2bay(x) + (12b*— 1)ay(x) +2b(4b* — 1)k ,

A,=3a,(x) +120bay(x) + 10(126*— 1)ay(x) + 120b(46*— 1)ay(x)
+[15(4b*— 1) —8]k ,

and a,(x) (1=1, 2, 3, 4) are defined by (5.1) in Section 5. Exponentiation
of the expression which is obtained by applying (2.6) to log [(—itn,)./
(ny(1—21)/24(p+q+1)/4).] yields the following expansions of the second
factor F) in (2.1):

(2.8) k% S [1-nt Y{B\a\(x)+ Bs} +n:{ Biay(x)' + Biay(x) + Bsao(x) + By}

—n*{ Bay(x)' + By, (k) + Byay(k)ay(x) + Byay(x) + Byax(x)
+ Byay(k) + By} + 07t { Buay(x)' + Bisa (k) + Byyay(x)* + Byay(x)
+ Bisa(k)'ax(x) + Biya,(£)ay(x) + Buao(£) + Byyay(x)
+ Bya(£)as(x) + Buas(x) + Bya(x) + By} +O0(n )]
- CU2it(1 —2it)'Q)/k! ,

where the coefficients B, (a=1, 2,---, 25), whose concrete expressions
are not given here for the complexity, depend on only %, p, ¢ and it. By
using the formulas for weighted sums of zonal polynomials given in
Section 5, we can simplify (2.8) and consequently get the expansion of
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C(t) which may be inverted, using the fact that (1—2it)~" exp {2ité*/
(1—2¢t)} is the characteristic function of the non-central y’-distribution
with f degrees of freedom and non-centrality parameter %, to yield the
expansion of the non-null distribution of W. The final result, to order
n~* is

(2.9)  P(W<2)=P (0" <x)—ni'{—2s0, P (1/::(0) <2)
' +(2sw— o) P (1744(6%) <)+ 2 P (1744(6") <2)}

g [r{P () <) —P (£3(5) <)}
+3} H. P (10,0 <) |
—1* 31 G, P () <2)+0(nY)

where f=pq, r=pg(p"+¢*—5)/48, s=(p+q+1)/4, *=tr 2, w;=tr ' and
(2.10) H2: —'4320)1“"282(0%“‘28(02 y

ﬁu=4s2wl—(1+4s2)wz—(1+8s)w2+2swlwz+§wa ,

H=@ +2s2)wf+(1+es)wz—4swlwz—4w3+—;-w§ ,

1

H5=230)10)2+—§-0’a_w§ ’ I{s=—2'w§ ’

(2.11) G1=2’I'S(D1 3 G2= —”'(28(01—(02) y

Gy=—28(r + 48w, + 25(1 + 48w} + (—r+ 28+ 128%)w, — % s}
—458*w,wy— -% Sw; ,

G,=2s(r+4s)w;— (1+10s+16s*)w! — (8 + 7+ 105+ 365w,
+25(1+25%) i +2(2+ s+ 128" 0,0, + 4(1 + 68)wy

—2s*wiw, — 28wi— -g- Sww;— 2w, ,
Go=(1+85+85")w+ (3+ 7+ 85+ 248", — 4s(L +s)as?

— 4(34 5+ 98)wi03— 12(1 +ds)wy 4+ (1 + 68Y) 'y

+(1+108)wi+ 3_32 sy +120,— % 05— syl

G6=s<2+—%s2>wi’+2(4+s+832)w1w2+8(1+1?Os>w3
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VAPIR 9 40
—2(1+3s)wlw;—2(1+78)wi— Tswlwa — 20w,

+ 1—; w3+ 38w wi— —(15- s,

G-,=(1+2s’)wfwz+(l+6$)w§+1—??swlws+10w4—%w2wa

—3swwi+ -%— @,

Gs=-§wzws+8w1w§—%w§ , Gs=—(1-;-wg .

The symbol 33(é°) means the non-central y’-variate with f degrees of
freedom and non-centrality parameter &.

From the above discussion the term of order n~* may be also ob-
tained by the straight-forward computations.

3. Expansions of the distributions of 7' and numerical comparison
Put n,=n—p—1 and T=n,1tr S,S;'. Then, from Hsu [9] we have
(3.1) E[T]=pg+2trQ .

The limitting distribution of 7T is the non-central y>-distribution with f
degrees of freedom and non-centrality parameter é*=tr 2. This shows
that the expectation of T is equal to the expectation by the limitting
distribution. Therefore asymptotic expansion of the distribution of T
with respect to n, may be recommended. For the derivation of expan-
sions we use the same method as in the author [6]. The characteristic
function of T can be expressed as

I'y(ny/2+7/2) . 1 —1Q |~y +1)/2 -
B2 e TR THa) Ve 2]

- etr (2¢tS)| S|PV Fi(q/2; 21t28)dS ,
where y=p+q+1. The first factor can be expanded as

(8.3) 14 (4n,)"'par +(96n3)'pa{(3pg — 8)y* +4r +4(pg+2)}
+(384n3) 'par {(P°¢* —8pq+16)* + 4(pg—4)r
+4(p'¢*—2pg—8)} +0(n™") .

By the same line as in the author [6], we can write the second factor as
follows :

(3.4)  AJl+n'(—7 tr S+tr SH)+(6nd) {3 (tr S)+6; tr S?
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—6y(tr S) tr S2—8 tr S*+3(tr S?)*} 4 (6m3) " {—r*(tr S)®
—67%(tr S) tr S*—8y tr S*+3y(tr S)* tr S*+6¢(tr S?)?
+8y(tr S) tr S*+12 tr S*—3y tr S(tr S?)*—8(tr S?) tr S*
+(tr 8’} +0(n™H],

where A [{ }] is defined by

(8.5)  20rra(2n)-ainn S etr(T)|T|-*"

R(T)=Xo>0
- [SS etr[— {(1—2it)[—2it @ T-10') §]| S|a-7->1{ }dS]dT .
>
The formulas for A [{ }] which are necessary for evaluating the terms
up to order n~% have been obtained by the author [6]. Therefore we

immediately have the asymptotic formula for the non-null distribution
of T. To order n%:

(3.6) P (T<2)=P (x}(3)<2)+(4n)"{fr P (x}(0") <2)—2¢(f —2w))
- P (11140 <)+ (fr—8rw+4wy) P (1}44(6%) <)
+4(ro1—2w;) P (17.:4(3°) < @)+ 4w, P (17,4(0%) <)}

+(96m)™ 3 L, P (111.(0) <2)+0(n™),

where f=pq, y=p+q+1, &*=tr2, o,=tr £’ and L, («=0,1,---,8) are
given by (3.7).

B7 Li=fh, L=—h(f—2w),
Ly= fhy—96(f +2)r' e, + 4870+ 24(f +4)rer

Ly= — fhy+48{3(f +4)*+2r +2(f +2)} 0, — 192(2 + 1)}
—-96{(f+8)7‘+2}m2+96rw1w2+ 128a; ,

L= fh—96{(f +6)" +2r+2(f +2)} 0, +96(37° + )}
+48{3(f +12)r + 14} 0, — 3847w 0, — T68w; + 480} ,

L;=8hw,—192(*+4)w; — 96 {(f +16)7 + 8} 0, + 5767w @,
+1536w;—192w; ,

Ls=48(*+6)w+ 24 {(f 4 20)y + 12} w; — 3847w 0, — 1280w; + 288w} ,
Li=96rw,0,+ 38403 — 19202,  Ly=480% ,

with h, (a=0,1,-..,4) defined by

(3.8) h=@f -8y +4r+4(f+2),
h=12f7,  h,=6(3f+8)7,
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hs=4{(3f +16)’+4r+4(f +2)} ,
h=3{(f+8)r'+4r+4(f +2)} .

Next we derive the null distribution up to order n~%. Note that
A Y1=(1—2it) 2L _yos[{ }], where Lg[{ }] is an abbreviated nota-
tion for

(3.9) I (@2} | etr (~RS)|S[*>02( }dS .

Some formulas for Lg[{ }] are given in Section 5. Therefore we can
obtain the following asymptotic expansion of the null distribution up
to order n~*:

(3.10) P (T<wz)=P (y:<x)
+ £1{4m)™ (P (7<) —2 P (2 <o)+ P (<))
+£(96m) 2 (— 1. P (<)

+£(384n)™ 3 (— 1. P (e <2) +0(n™) ,

where f=pq, the coefficients k, (a=0,1,---,4) are given by (3.8) and
the coefficients g, (=0, 1,---, 6) are defined by

(311)  g=7{(f*—8f +16)/"+4(f —4)r +4(f/*—2f-8)} ,
0:=2frhy,  @=S r{b@f+8)+4r+4(f+2)},
9=47{5(f*+8f +16)"+4(f +4)r +4(f*+ 6 +8)} ,

0:=5(3f2+40f +144)8 + 4(11 1 +108);2 +4(11 f*-+ 130 f +288);
+96(f+2) ,

95=2{(8"+56 +288);° +4(5f +72)" +4(5* +82f +216)y
+96(f+2)} ,

gs=(*+241 +160)*+4(3f +56)y"+-4(3f*+62f +184)y +96(f +2) .

Asymptotic formula for T percentiles in terms of percentage points,
u say, of x? can be obtained from the general inverse expansion for-
mula of Hill and Davis [8]. To order n~*:

(8.12) u—(2ny)'r{u—w/(f+2)} +(24n) " {ul7y'—2r —2(f +2)]
— w117 42 +-2(f +2))/(f +2)+ 2w [2(f +5)° — (f +2)r
—(F+20/I(f +2(f + ]+ 6u'(p—1)(p+2)(¢—1) (g +2)/
[(f+2(f +4)(f +6)]} — (48n)~ {3ur[3r*—2r —2(f +2)]
— w177+ 2r +2(f +2))/(f +2)+ 2w (5.f +26) —(f —2)r
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—(f=2)(f+2)V/[(f +2)(f + D] —2u'r[(f*+241 +68)*

—(Tf+22)(f+2)r— (11 +22)(f +2)1/I(f +2)(f +4) (f +6)]

+4u'(p—1)(p+2)(¢— 1) (g+2) [(f —28)r +6(f +2)}/[(f +2)°

(fHH(+6)(f+8)]—8u(p—1)(p+2)(¢—1)(¢+2)

- [(F=10)y+3(f +2)/[(f +2)(f +4)(f +6)(f +38) (S +10)]}
+0(n™) .

In the above derivation of asymptotic formulas (3.6) and (3.10) we can
not examine the convergent bound of T. However, from Davis [4] and
Hayakawa [7] it may be noted that the bound of the convergent for
Tis 0<T<n—p—1.

The tables below are used to test the accuracies of the asymptotic
approximations presented earlier and here.

Table 1. Comparison of approximations to the upper
5% points of tr S, S;! for p=2 and #=53

q Al A2 A3 Exact
3 .2605 .26032 .26032 .26031
7 .4968 .4964 .49608 .49605

13 .8273 .8266 .82466 .82447

In Tables 1 and 2, Al, A2 and A3 mean the values of the approxima-
tions due to the earlier formula up to order »~?% the new formula (3.6)
and the formula (3.12) up to order n~%, respectively. The exact values
are taken from Pillai and Jayachandran [16]. Our power was computed
by using the exact significant points in [16] and 2, are the character-
istic roots of 2. From two tables it may be seen that the new asym-
ptotic approximation, A2 is better than the earlier asymptotic approxi-
mation, Al and in the calculation of the percentage points the formula
(3.12) can be recommended.

Table 2. Comparison of approximations to the power of
tr S, S;t for p=2 and a=.05

n q A 22 Al A2 Exact
33 3 .125 .125 .0682 .0675 .0676
0 .5 .0877 .0869 .0871

7 0 .5 .0726 .0708 .0705

.5 .5 .0972 .0941 .0944

83 5 0 .5 .07959 .07947 .07948
.5 .5 .11498 .11484 .11487

13 .5 .5 .08442  .08378 .08376

0 1.5 .1051 .1043 .1044
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4. Expansion of the null distribution of V

For Pillai’s criterion V=mn,tr Si(S,+S.)* with n;=n+gq, we have
E[V]=pg¢ and that the limitting distribution of V is the y*-distribution
with pq degrees of freedom, under the null hypothesis. Therefore, by
the similar reason as in the case of T} we consider asymptotic expan-
sion of the distribution of V with respect to n;, as in the author [6].
From James [12] the characteristic function of V under the null hypoth-
esis can be expressed as

4.1)  Fi(q/2; ns/2; mgat])
={I(g/2)} SM etr (—8)| S| PV Fi(ny/2 ; MsitS)dS

by using the recurrence relation for the hypergeometric function of
matrix argument due to Constantine [3]. By considering the expansion -
of F, up to order n~* which is obtained by the same technique as in
F, in (2.1), we can write the expression (4.1) as follows:
(4.2) (1 —2it) "2 L_yips[1—nm5' (20t) tr ST+ (6m2)~!(24t)*{6(tr S)

+6 tr 8?4 32it tr S+ 3(2it)*(tr S?)*} —(6n3)~' (23t)*{6(tr S)

+18 tr S*+96it(tr S) tr S*+ 961t tr S*+6(2it)¥(tr S) tr S*

+6(2it)¥(tr S?)?+60(2it)* tr S*+16(2:t)*(tr S*) tr S

+(2it)(tr S*)'} +0(n )] .
Applying the formulas for Lg[{ }] given in Section 5 to the above ex-
pression, we have the following final result:

4.3) P (V<x)=P (x7<%®)
— F1(4m) P (<)~ 2 P (<) +P (17.4<))
+£(96n) ™ 33 (~1yh, P (32, <2)

— £(384m) 3 (— 1), P (¢ <2)+0(n™) ,

where f=pgq, the coefficients b, («a=0,1,---,4) and g, («=0,1,---,6)
are given in (3.8) and (38.11), respectively. This shows that the asymp-
totic expansion of the null distribution of V is obtained from the same
formula (3.10) for T by replacing n, by —mn,;. Hence the percentile
expansion of V up to order n~* is obtained from (8.12) by making the
same transformation, i.e. n,— —n;.

5. Some formulas

For each partition » of the integer k¥ we put a,x) as follows:
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G.1)  ar)=3kke—a),  ae)=3 k.(4ki—6k.a+3)
a=1 a=1
ax(r) = 33 k. (2k: — A+ 3. — ) |
a=1

ai(r) = 3 k. (16k: — 40k:a -+ 40k?0? — 20K, +5a) .

Let Z be any symmetric matrix and put z,=tr Z/. Then the following
identities hold :

(5.2) g 3 CUAZ)/(e—)! =2le",

(6:3) 3 B C LDkl =2,

(5.4) 53 ) CAZ)a(e) [k = (A +z+4z+Z)en

(6:5) 32 C(Daw)fk!={z+34+3n+4ale",

(5.6) g 2 C(Z)ay(k) k! = {21+ 42, + 422:+ 42, + 22, } e |

6.7 35 CLaas)/kl= {32+ 11z+252z+ 245+ 322+ 34

+ 2424 + 42223} ezl ’

(5.8) g SV CA(Z)ay(x)} k! = {73+ B2, + 162,2, + 162+ 3232, + 322+ 322,
+1222,+ 23} e,

(5.9) 313 CZ)aur)/k! = {z,+ 2521+ 352+ (40/3)23 4+ 60z,2,+ (380/3)z,
k=0 =
+ 2023+ 4022, + 602, 4+ 162;} 1 ,
(5.10) i N CAZ)ay(k) k! = {2, + 402} + 572, + 542} 4 1862,2, + 3242, 4 92
k=0 =«
+ 1822, + 8123+ 2242,2, -+ 2882, + 242125 + 242,2, + 1442, + 1623} e ,
(5.11) ’% SV CA(ZD)a(k)as(x) k! = {42} + 62, + 422+ 202,2, + 442, + 232,
+ 1623+ 2422, + 362, 1+ 42,25 + 42525+ 1625+ 2252, } €1,

(5.12) ,% >3 CAZ)ay(k)asx(r) k! = {1123+ 172, + 2523 + 10922, + 2162,

+ 321+ 12232, + 12123+ 2202,2, + 3122, + 16232, + 642,24
+492,23+ 240z, + 8ziz; + 48252, 1+ 823+ 1623+ 4232, } e,
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(5.13) i Y CUAZ)a(x) k! = {322+ 52,+ 1623+ 682,2,-+ 1242, + 32t

+102%2,+ 11122+ 2162,2, + 3122, + 24232, + 882,2; + 642,2}
+ 4002+ 623224 623+ 1282,2, + 4822+ 24232, + 23 } 1 .

The formulas (5.2)-(5.5) have been proved by Sugiura and Fujikoshi [22].
The formulas (5.6)-(5.13) may be derived by using the relation |I—
(1/r)Z|™=,Fyn; (1/n)Z) due to Constantine [3] and the following differ-
ential relations for zonal polynomials due to the author [6]:

(5.14) ay(£)CAZ) =t (A3Y'CAA) |21 »
(30,(k) —au(x) + K} C(Z) =[3{tr (10)}2+8 tr (0)'1CAA) |51 ,

where 8 denotes the matrix of differential operators having {(1+9,,)/2}
-9/da,, as its (r, s) element for a symmetric matrix 3=(s,) with Kro-
necker’s delta 4,, and A=dia (4, 2, -, 4,) is a diagonal matrix with p
characteristic roots of Z as its non-zero elements. In Sections 2 and 4,
we sometimes need the following type of summations, for example

ST CZe@IE-D!, S CDa@/k-2)!,  ete.

The formulas for this type of summations are obtained by differentiat-
ing the formulas (5.2)-(5.13) replaced Z by zZ with respect to x.

Put s,=tr(ZS)’ and let us consider the polynomials in s, s,
such as s’1s2--- with v 4+2v,+3u++--=k. The author [6] has obtained
the formulas for Lg[s1s2---] up to 4th degree. In the following we list
the formulas up to 6th degree. Let v*(Z,S) (a=1,2,---,6) be the
following vectors with the elements such as s;18y2---:

(5.15) v(Z, S)'=(s1) , v®(Z, SY=(sl, ) »
v®(Z, S)'=(s}, 8:8:, 83) » v®(Z, S) =(si, sis;, 83, 8183, S4) »
v®(Z, SY =(8%, siss, 8,8}, 815, 8183, 8184, 8s) »
v®(Z, SY =(s?, sisy, 8383, 8%, 88y, 8:8:8, 83, 8184, 8284, 8185, o) -
Then the following identities hold :
(5.16) Lz[v(Z, S)]=2"'qv"™(Z, R™") ,
(6.17) Lx[v®(Z, S)]=2"q{qh+AP}v™(Z, ™) ,
(5.18) LR[v™(Z, 8)]=2"q{¢’+qAP+ APYv™(Z, E7) ,
(5.19) Lz[v(Z, S)]=27'¢{¢'+ AP+ AP+ AP (Z, BT,
(5.20) Lg[v™(Z, 8)]=2"'¢{¢'[+¢"AP+ AP +qAP + AP(Z, BT ,



434

YASUNORI FUJIKOSHI

(5.21) Lx[v(Z, S)1=2"*¢{¢’Ly+¢' AL+ AP+ AP+ AP + AP}
- v9(Z, R—l) ,

where the matrices A$” are defined as follows:
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0 30 24 15 51 60 155

0960 0720 0 O 07
128 128 128 144 336 768 0
32 272 64 260 136 320 640
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24 96 256 288 240 664 1088 1600

OO HNOTINMNOMHMOWOO

[\]
-
& o

S OO OOk WWNOWO
(=2}
oW
V)

DO =
)
= —
MO IO OUINO OO O RO HEWO
o o

AP =

[Vl
(=N Ryer]

r

120
12
26

Do
W oo

AP =

)
o
o
[y

=

r

\

128

A}
OHMFEHOHOOOOOO COOHOHOHOOOD OOOCOQOOHOHOO OO OO OO OO O

—

[\

36
108
48
81
60
83
85
75

[\
AN OPROOO SO
[==]

e et
IS R =JN Ie')

44
36
54
54
58
45
50
52

48 432 288 348
80 312 320 216
52 436 256 348
80 384 268 288
48 464 256 336
80 384 280 284
80 380 280 280
60 420 264 315

540 960 1664
720 1152 1440
576 912 1680
630 1008 1584
568 896 1680
604 1008 1608
630 988 1600
603 960 1620 .
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-\

H OOOOOOoOOoOOoO OO

0 0 0 0 0 0 038407
0 0 0384 0768 768 1920
64 0 384 256 192 576 768 1600
96 32 64 384 224 288 480 960 1312
0 48 0 288 288 144 576 576 1920
72 48 48 336 240 216 576 864 1440
72 42 72 360 216 324 504 864 1368
0 48 48 32 288 288 144 624 768 1600
16 72 40 64 384 224 312 488 896 1344
10 60 50 40 360 240 240 560 800 1480
15 75 41 80 360 228 300 504 888 1348 |

S OO

AP=

Vo oo OO Q

1

r

The formulas for k=7 and 8 have been also obtained by using the
tables of zonal polynomials due to Kitchen [13] but because of its com-
plexity it is not given here.
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