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1. Summary

The exact representations of the probability density function (p.d.f)
of an multivariate quadratic form of central case in normal sample were
obtained by Hayakawa [3], Khatri [7] and Shah [8] by the use of zonal
polynomials and Laguerre polynomials. On the other hand, the exact
p.d.f.’s of the latent roots of the multivariate quadratic form in non-
central case were also treated by Hayakawa [4], [5] by the use of the
new polynomials P(T, A).

In this paper we consider the asymptotic distribution of some func-
tions of the multivariate quadratic form in central case under certain
conditions.

2. Some useful results

The hypergeometric function of matrix argument is defined by

(1) qu(m)(afl""7ap;bl!'°°9bq;S,T)=%2 %l;(ai)x C‘I‘(;"SC)C"I(T)
T e, MO

where C,(S) is a zonal polynomial of a symmetric matrix S correspond-
ing to a partition « of k, i.e., k=k+---+k,, k,2k;=---2k,=0, &=
{kly"',km}) and

a—1
2

(a)~=ﬁl <a— )k v @h=z@+1)---(z+n-1).

Special case of ,F, is

(2) JFi(a, S)=det (I-8)™,  for [|S]|<1,
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where ||S|| denotes the maximum of all the absolute values of the char-
acteristic roots of S.

— Xaa(l) ox(m
(3) Cuty=edde2(2)

where X;(1) is the dimension of the representation [2¢] of the sym-
metric group, [1], [6], and (2k—1)!!=1-3.5. ... -(2k—1).

The following lemma is fundamental for our argument.

LEMMA (Fujikoshi [2]). Let |[|S|[<1, and put al(")zika(’ca—a)’
e={ky, -, k,}, and U=S(I—S)™'. Then

had b). _ -b
“a) 33 (k(—)l)! CAS)=b tr U det (I—S)~*

@by 53 (k(_b-)é)v CAS)=b {b(tr U2+ tr U} det (I—S)~*

YT ))
o 530500

=b{b*(tr U)*+3b tr U tr U*+2 tr U} det (I—S)°,

“d =5 Q’%@—C,(S) =%{(tr UY+(2641) tr U7} det (I—S)* .

Note. (4.a), (4.b) and (4.d) are given by Fujikoshi and (4.c) is given
by the author by the same way as [2].

3. The asymptotic distribution of det XAX’

Let X be an mXn (m=<n) matrix whose columns are normally dis-
tributed with mean 0 and covariance matrix X, independently. Let
A, be an nXxn positive definite diagonal matrix whose diagonal elements
are ordered descendingly, i.e., a;=a;=:--=a,>0 and let’s assume that
lima,=¢>0. The multivariate quadratic form of the normal sample is

n-—00

defined as XA,X’, and the p.d.f. of nZ=XAX' is given by Khatri [7]
as follows;

,nmn/2

(5) I,(n/2)(det 22)"(det A,)™"

etr (-—iz-lz>(det Zyn-r
2q
° OF'O(n)<I_qA;1v "ZL"'S—IZ> ’
2q

where
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ru@=wenf rla-221)
a=1

and

___m+1
5

>0, p

THEOREM 1. If for any positive integer n, a,>¢q/2>0, and
lim tr (A,—ql,)<oo, then the asymptotic distribution function of

n—co

(6) A= \/% log {det Z/(det ¢ 31)}
is given by
= /—1 2 (et 13 (2
(7) P{isx} =0(x)+ S 2 b0 @)+ . 214.0%(@)
t omnvzmn «1/2mn glaa@(z"—“(x)“l'o(l/nz) ,

where

ly=mp—m tr (4,/q—1,)
1

lp=—

3

2
lzl=%mp(mp+ 2)+ - (tr (AuJg— L)} +m tr (AdJg— LY

- mzp tr (An/q - In)
= -:},— {(mp+1—m tr (A,Jq—L)}

Iy=1

18
b= mA@m - 3m—1)-+m b (AdJa— L))
+mim+1) tr (AuJg— L)
L= mp(mp-+2)(mp-+4)——mp(mp-+2) tr (A,Ja—1)
+ 7R {tr (AuJq— L)Y +mip tr (Afg— LY =" {tr (A,Jg— L))’

—mttr (AJg—L,) tr (A,./q—I,.)z—% tr (A.Jg— L)
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zsa=%(5mzp2+20mp+ 12) _%m(mﬁ 1) tr (A.g—1,)

+’”{ (tr (Aufg— L)} +-2 tr (AJg— L)

zs4=—11§(mp+2—m tr (A,Jg—L))

1
162 °

las =

If we set A,=1I, and g=1, then we have the asymptotic distribution of
the generalized variance of mormal sa/mple covariance matrix.

PrOOF. The characteristic function of 1 is expressed as

(9) ¢(t)= Elexp (it)]=go(t)p.(t) ,
.where
_ [ 2\ [ (nj24itvVn[2m)
(10) alt) = (2) e
n : N oy At
(11) Pal)=- gt a5 A,,)m/z I F{ >( +it /%.,z qA,,,Im).

Since a,>q/2, for all n, F™ converges.
It is well known that ¢y(t) is expanded by the use of Stirling’s type
asymptotic expansion for gamma function as follows;
{2 1

(12) soo<t)=exp(—E)[l—m{mp(imlat)&}

1

1
+2mn{

> mp(mp2) (it + - (mp-+ 1) (i)' + - (it)]

1
Zmnv

+-6—mp(mp+2) (mp+4)(it)3+i(5m2p2+zomp+ 12) (ity*

{— m*(2m*+3m—1)(it)

e (mp-+2) G+ it)] +O(1m)]

04(t) is also expressed as

___q ('m/2) _ 2it
13 euy= g 53 POl —aa; i+
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2ty . 1 D) — & GtV —1) (Fo—
+2 k1) {4m(u)a,() = (it k(k—1) 2)}
+0<1/n2)},

since C/(I,)/C(I,)=(m/2)./(n/2), by (3). Hence by applying lemma, we
have

(14)

~/ alq— 1)

+ (“) { {tr (AuJg— L)} +m br (4.Ja— L)}

"m (mi(tr (Aufq— L)y +mim+1) tr (AuJg— L))

— 5 @02 r (Afg— L)Y’

+%m’ tr (AuJg—IL) tr (A.Jg— LY

+m tx (Aug— L))} +OL/m) .

By combining ¢(t) and ¢,(t), we have the asymptotic expansion of ¢(t)
as following way.

15 0= exp(——) |1 Sl 4 Sy ity

—_— > *2\2a—1 2
- '_2mn SYh (i + 01 )] ,

where [,,, L., l;.’s are given in (8).
Therefore, by inverting (15), we have (7).

4. Asymptotic distribution of det XA, X'/det (XA, X'+ S)

Khatri [7] has studied the p.d.f. of XA, X'(XA,X'+S)™! and the
moment of det XA4,X'/det (XA,X'+S), where S is a central Wishart
matrix with b degrees of freedom and S is independent with XA4,X’.
In this section, we obtain the asymptotic distribution of det XA,X'/
det (XAyX'+8).

THEOREM 2. Let Z=XA,X' be distributed with p.d.f. (6) and S be
as above.
Put

(16) 1= —pN log {det XAyX"/det (XAxX'+S)} ,
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where pN=N+(b—m—1)/2=mn, then the asymptotic distribution of i un-
der the conditions, ay>1/2, and Ilvim tr (Ay—Iy)<oo, is given as follows.

17  P@=sx)=PX= w)+Lb’m tr (Ay—Iy) [P(Xj=2)— P(X},. = 2)]

e S LP(tuS2)+O(Un)

where

li=6{(bm—2){tr (Ay—I,)}*+2(b—m—1) tr (Ay—I;)
+2(b—m—1) tr (Ay—Iy)} +(b*+m*—5) ,

(18) Li=—12b[m {tr (Ay—Iy)} 4+ 2 tr (Ay—Iy)+2tr (Ay—1)],
L=6{(bm+2){tr (Ay—L)}*+2(b+m—+1) tr (Ay—Ly)
+2(b+m+1) tr (Ay—I,)} —(b*+m?-5) ,
where f=bm/2, and X} is a X*-random variable with f degrees of freedom.

PrOOF. Since the hth moment of det XAX'/det (XAX'+S) was
given by Khatri ([7], (47)), which is not valid, the characteristic fune-
tion of —pN log {det XAX'/det (XAX'+S)} can be expressed as

(19) e(t)=oeu(t) pa(t) ,
where

_ I(N/2—itoN)(N/2+b/2)
(20) )= NRT AN T b/2—itpN)
1) p.u(t)=(det AN)-"'ﬂzmm(#, %

_iteN; N+b

—itoN; [— A7, I,,,) .

Hence, ¢(t) is the c.f. of the usual likelihood ratio criterion, and ¢,(¢)
expresses the certain difference from the usual likelihood ratio criterion.
By the same ways as Theorem 1, we can expand ¢(f) as the following
form.

1 bm Iyl 1
(22) o= iy | 1+ g o An— I {1125

bm —a 3
— S LA-2ity | +O(L)

where [, [,, l; are given by (18). By inverting ¢(t), we have (17).
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