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1. Introduction

Let F(x, 6) be a family of distribution functions indexed by a param-
eter 6 belonging to an open subset 2 of the real line. If this family
has density f(x, §), the information integral is defined as

16)=("_[2- 108 7(2, 0)| @, )
Supposing X;,---, X, to be a random sample from F(z, §), a sequence
of estimators T, =Ty(X,,---, X,) of 8 is said to be asymptotically efficient
(AE) if

1.1) L{vn(T,—6)}—N(, I(6)™)

when @ is the true parameter value. Here and below we use a standard
notation for convergence in law.

It is well known that there exist AE estimators for any suitably
regular location or scale parameter family. Such estimators can be ob-
tained by use of appropriate linear combinations of order statistics, and
are discussed in Section 3 of [1]. Here we utilize this fact to give AE
estimators for any suitably regular stochastically increasing family
F(x,6). The idea is as follows: if F(z, §) is stochastically increasing,
Fraser [2] observed that there exists for any 6, ¢ a transformation
Y=S8(X|6,) such that the distribution of Y is approximately a location

parameter family L(y—@|6,) for ¢ near 6,. Suppose that é, is a con-
sistent estimator of # and that for each 8, € 2 T.(y:, -, ¥.|6,) is an AE
sequence for the approximating family L(y—@|6,). Then we will in-
vestigate the sequence of estimators defined by

(1.2) TAS(X:16,), - -, S(X,|6.)16,) -
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It turns out that under suitable regularity conditions these intui-
tively reasonable estimators are AE for 4. Section 2 concerns the local
approximation used and the AE linear combinations of order statistics
for location parameters. Section 3 proves that the estimators (1.2) are
asymptotically efficient.

Section 4 presents an example of the computation of our estimators
in a particular case and remarks on how such computations are made
in practice. The family F'(x, #) discussed there satisfies the stringent
regularily conditions imposed in Section 8 and is such that the maximum
likelihood estimators are not explicitly computable. In such situations
our estimators, which are given in closed form, are an alternative to
the use of maximum likelihood when asymptotic efficiency is desired and

inefficient én are available.

Throughout this paper F, and F), will denote the partial derivatives
of F(x, 6) with respect to its variables, with similar notation for higher
derivatives. Z,—0 (P) denotes convergence of Z, to 0 in probability.

2. Preliminaries

Let L(y—6) be a location parameter family of distributions having
density l(y—6). We will collect some basic results on estimation of 6,
most of which may be found in Section 3 of Chernoff, Gastwirth and
Johns [1]. Define

Qy)=—-V[)/Uy)
so that

0
— log l(y—60)=Q(y—¥6) .
o5 g (y—0)=Qy—9)
If 1" exists and y l'(y)—0 as y—+oo, the information integral

1={"_Qunwiy
for the family L(y—#6) is equal to
|- ey .
Define also
L={"_ Wiy,
and for 0<u<1,
2.1) J@)=I"'Q'(y)
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where y=L™'(u). Then under suitable conditions on J and L the se-
quence of estimators

2.2) T, =n" ; J(6/(n+1) X, — LI
=1
is AE for 6. Here X,,---, X,, are the order statistics from a random

sample of size m from L(x—¢@). Conditions sufficient for (1.1) to hold
with T, as in (2.2) can be found in [1], [4] and [6]. We will assume
that the T, corresponding to the approximating location parameter fam-
ilies introduced below are AE for those families. In any application
of our results it will therefore be necessary to check this, usually by
reference to [1], [4] and [5].

A family F'(x, 6) of continuous distributions is said to be stochasti-
cally imereasing in 6 near 6, if for all «

(2.3) Fyx, 6,)<0 .
Define a transformation by the indefinite integral

—_— z Fl(t, 01)
S(x|6)= S ey

If (2.3) holds S(-[6,) is a strictly increasing transformation. Fraser [2]
observed that if X has distribution function F(x, 6) then Y=S(X|6,) has
distribution function H(y, 6|6,) satisfying

(2.4) Hyy, 6,16,)=—H(y, 6,16, for all y.
If we define a location parameter family L(y—#|6,) by setting
L(y|6,)=H(y+6,, 6,|6)

we obtain the following lemma by Taylor’s series and (2.4).

LEMMA 1 (F'raser). Let the partial derivatives Hy, H,, and H, be
bounded uniformly in y and uniformly in 6 in a meighborhood of 6.
Then the location parameter family L(y—g|6,) is a local approximation
to H(y, 0|6,) at 6=0, in the sense that

(2.5) H(y, 016,)=L(y—616,)+0((6—6,)")
uniformly in y.

Fraser used this result for other purposes than ours. We will use
it to implement the method of estimation described in the Introduction.
Let F'(z, ) be stochastically increasing in 6, that is, (2.3) holds for all
6,eQ. If X,,---, X, are a random sample from F(z, ¢), then for any
6, the random variables S(X,|8,),---, S(X,|6,) are a random sample from
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a distribution which is approximately L(y—@|6,) for 6 near 6,. Let
J(u, ;) be the coefficient function (2.1) for the family L(y—@|6,) and
T.(yy,- -+, ¥.|6,) the corresponding estimators (2.2).

Note that any indefinite integral of —F(¢, 6,)/Fy(t, 6,) has the pro-
perties specified in Lemma 1. We may therefore modify S(-|6,) by the
addition of any constant, which may depend on §,. This freedom of
choice will now be invoked to cancel the correction for bias LI ap-
pearing in (2.2).

For any 6, € 2 the function @ for the approximating family L(-|8,) is

Q(y)=—H,(y+86,, 6,|6,)/H{(y+6,, 6,|6,) .

Differentiate Q(y) and evaluate the integral I, for the family L(y—4a|6,),
calling the result (). Temporarily writing H(y, 6) for H(y, 6|6,) we
see that if H,(y, 6,) exists and yH,(y, 6,)—0 as y—+oco an elementary
integration by parts gives

_ H,(y+46,,6) 1
I.(8 ST | H(y+-6,, 8)dy .

The relation (2.4) implies that H,(y, 6,)= — Hy(y, 6,) for all y, so that if
t=y+6, we have

16)={"_-0) [’1{[—(‘:—%] "Hy(t, 6)dt

= —6,1(6) + S: t[%] "H(t, 6.)dt .

Reference to (2.2) and (1.1) shows that the mean of the asymptotic
distribution of n™' 3} J(¢/(n+1))S(X..|6;) when 6, is true is

1(6,)=6,+1(6,)/1(6,)

—1(6)" S:o t[I}II—‘:((it,Lg—l‘j)—]zHl(t, 0,)dt

=165 |"_S@|0)[-2-1og £(a, 0)1,] f(, 0)da

where the last expression follows after some calculation from the sub-
stitution t=S(x|4,). It is now clear that for each 4, € 2 we may choose
S(-16,) so that p(4)=6,. Finally, if G(u, 8|6,) is an inverse of H(-, 8|6,),
it is shown in [1] that

#o)=\ Geu, 8,16)J(u, 0)du .

We summarize these facts in a lemma.
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LEMMA 2. Let J(u, 6,) be the coefficient function (2.1) for the family
L(y—6|6,). Suppose H(y, 0|6,) has density h(y, 8) such that hy(y, 6,) ex-
ists and yh(y, 6,)—0 as y—+oo. Then there exists a choice of S(-|6,)
having the properties stated in Lemma 1 and such that

S: Glu, 6,16)J @, 6,)du=6, .

3. Asymptotic efficiency

We can now formulate a theorem on the asymptotic efficiency of
the estimators (1.2) when S(-|6) is chosen as in Lemma 2 and the T,
are the estimators of (2.2). The regularity conditions to be required
are as follows:

(A) The distribution function H of Y=S(X|6,) satisfies the hypotheses

of Lemmas 1 and 2 for any 6, € Q.

(B) For any 6, € 2 the estimators

7 31 J(i/(n+1), 09 Yo

are AE for the family L(y—6|6,) if the Y,, are order statistics of
a random sample from this family.
(C) For every >0 there is a B>0 such that when 6, is true

Ply7|6,—6,|>Bl<n  for all n.

Let V(6,) denote a (small) neighborhood in 2 of 4, and h(u) a non-nega-
tive function in L,0,1]. We require that for any 6,€ 2 there exist
V(6,) and k(u) such that

(D1) There is an >0 such that for |1|<7 and 6 € V(6,)

|G(u, 6,]0)[J(u+2, 6)—Ji(u, O)]| <[] k(u)
(D2) There is an >0 such that for |1|<7% and @€ V()
|[-2- 6w, 010) |1+, 0)— T, 01| < 21 ka)
(D3) Let A(u, 6)=G(u, 6,|0)J(u, 6). Then Ay(u, 6) € L,[0, 1] and for 0 €
V(o)
| Ay(u, 0)— As(u, )| <|0— 00| h(u)
(D4) For 6y, 6, € V(6,)
|Goa(ut, 0;]0,)J (u, 6,) | <h(u) .
THEOREM. Let F'(x, 6) be a stochastically increasing family of distri-
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bution functions. Suppose S(-|6) i8 chosen as in Lemma 2 and that
(A), (B), (C) and (D1)-(D4) hold. Then when 6, € 2 is true,

LA (17 33Tl n-+1), 6) S(XalG)—0,)} - N(O, 10 .

PRrRoOOF. Since S(X,.|6) are the order statistics of a random sample
from L(y—6,|6,), it follows from (B) and Lemma 2 that

LV (17 5 G/ +1), 0)S(XKo| 99 —05) |- N, T0))
Here I(6,) is the information in L(-|#,) and is easily computed to be

equal to the information in the original family F(zx, ) at 8=6,. So we
need only show that D,— O0(P), where

Do=v& (n-l 32 JGln-+1), 6)S(Xnl6)
—n7 ST/ (n+1), 0)S(Xal8)
If we let U,(u) be the empiric distribution function from a random sam-

ple of size » from the uniform distribution on [0, 1], we see that we
can write

D=y (| G, n)J( U, (u), 8 )dU,.<u)

—So G(u, 0.,)J<n+1 0,,)d U,.(u))

where we have used the abbreviation G(u, 0)=G(u, 6,/6). The plan of
the proof is as follows. Define

_ 1 N A 1
D=y (| G, 6)J(w, 6)a0. ) G, 0T, 0)U,(w) )

Dr=va(| G, )T, bdu—{ G, 09T, )du) .

We shall show successively that D,—D,—0(p), D,—D}—0(P) and D}
—0(P).
Set for convenience Uz(w)=nU,(%)/(n+1) and

A, u, O)=G(u, 0)[J (v, 6)—JI (u, 6)] .
Then

D,—D,=ymw S: [A(UXw), u, 6,)— A(U*w), u, 00)1dU(u)
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A 1
— /T (6—6) So aa_oA(,Un*(u), u, 65U ()
where 6* lies between 4, and 6, and hence 6% —6,(P). Now (D1), (D2)
and the fact that sup |Uj(uw)—u]|—0 almost surely imply that for any
7>0 there is an N, such that for n>N,

g—oA( U ), u, 03)| < h(u) | U*u)—u|

holds with probability >1—». Thus for large n
| D= D, SV |6, 0,]-5up | Uz () —ul- || hw)dU,(w)
u [}
with probability >1—». The first term on the right is bounded in prob-
ability by (C). The second approaches 0 almost surely. The third ap-

proaches Sh(u)du<oo almost surely by the law of large numbers. It

follows that D,—D,— 0(P).
Set now W, (u)=+7 (U,(w)—u) for 0=<u=<1 and define A(u, ) as in
(D3). Then

D,— D= [A(w, )~ A, 0)1W,(w)
== || Atw, 0219, )

where again @ falls between 6, and 6,. Write this expression as I, + L.,
where

Li=(6—00) || Adw, 0)dW,w)

Li=0,—0) || [Adw, 62— A, 001W,(00)

Since
1 n 1
|, A, 00aW ) =7 (= 33 AU, 00) = |, Adw, 00
where U,,- - -, U, are independent uniform random variables, this inte-

gral is asymptotically normal by (D3) and the central limit theorem.
This and éﬂ—00—>0(P) imply that I,—0(P). (D3) and 6f— 6,(P) imply
that with probability arbitrarily near 1 we have for sufficiently large
n that

A 1
@3.1) | LS V76,0 lot—60]- | h)aV, )
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where V,(u) is the total variation of U,(t)—t from 0 to u. Calculation
shows that E[V,(u)]=2u for all n so that £ [S h(u)dV,,(u)] =2 S h(u)du

<oo. The right side of (3.1) is therefore of the form «,8,, where a,
—0(P) and B,=0, Ef,=K<oo for all n. Clearly a,8,—0(P) and hence
L,—0(P).

It remains only to show that DY—0(P). From Lemma 2 we see
that

3.2) D::fn‘(S: Glu, 6,]6,)J(x, é”)du—l?o) :

One can check that for all » and ¢

Gz(u, 6' 0) =1
S: J(u, O)du=1.

Therefore by Taylor’s theorem
G(u, 6,]6,)=G(u, 6,]6,)+(8— 0,) + (8s— 6,G(u, 6|6,

where 6F lies between (5,. and 6,. Hence
S: Glu, 60| 6,)J(u, 6.)du=0,+(6,—b,)* So G, 6% |6.)Jw, 6,)du
and this with (3.2) implies that

Df=yT(6,—0) S Gal, 6% |6.)J(u, 8,)du. .

This is easily shown to converge to 0 in probability by use of (D4) and
(C). This completes the proof of the theorem.

4. An example

We will now give an example of a family of distributions satisfying
the hypotheses of the theorem. This will also afford an opportunity to
point out a way of calculating J which does not require explicit deter-
mination of the approximating location parameter family.

Consider the density

o0 %(1+0x) —1<z<1
&, =

0 elsewhere

for #€ 2=(—1,1). The distribution function and its partial derivative
with respect to 6 are
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—0 1
F(x, 6)=—(@'—=1)+5(@+1)

Fyz, O)=(x*—1)/4 .

Since Fy(zx, §)<0 for all x and @ this is a stochastically increasing family.
Computation shows that an indefinite integral of — f(¢, 6)/Fy(¢, 6) is

(L4 2)*
logm)—l_*__a -

Applying the correction for bias to satisfy the requirements of Lemma 2

gives

_ (1+x)l—0
S(x|8)=0+1log A—z™

which maps (—1,1) onto (—oo, o). That (A) is satisfied can be seen
by expressing derivatives of H in terms of derivatives of F. Since

E,X=06/3 we can satisfy (C) by using 6,=8X,. For this estimator
L{YT(6,—6)} > N(0, 3—6")

when 6 is true. Computation shows that
16)=6-" [(2.9)-1 log %— 1]

when 6#+0 and I(0)=1/3. The asymptotic efficiency of 6, therefore
varies from 1 when =0 to 0 as #— +1. The method of this paper

uses the inefficient estimators 4, to obtain AE estimators.
Routine computation shows that for §+#0

F~Y(u, 0)=60"¢(u, 6)—1]

G(u, 616)=SF"(u, 6)|6,)

[1+6""(e(u, )—1]I'™
[1—07Y(p(u, 6)—1)]'*"

where
o(u, O)=[(1—0)*+40u)'*.

These quantities and I(6) are continuous at §=0. We will not give
separately the results for ¢=0.

It can be shown from the definitions of H and L that if the re-
quired derivatives exist, the coefficient function may be expressed in
terms of the original distribution function F'(z, ) as
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J(u, )=I1(0)"(FoFyFy— F\FyFy,)[FY

where all functions on the right are evaluated at (x, §) for x=F"(u, 6).
This is usually the easiest way to compute J. In the present case we
obtain

J(u, 6)=[21(O)] "1 — ") (1+62) " |s=r-100.0
=[281(0)]7'[0"—(p(u, 6)—1)*1[¢(w, 6)]7* .

In particular J(0)=J(1)=0. We can now check condition (B). It is not
hard to verify that Ji(u, 6) is continuous and of bounded variation in
0<u=<1 and that

S:IG(u,olﬂ)]du<°o

for any 6 ¢€ 2. These simple conditions are sufficient for (B) by a the-
orem of the author [3]. Assumptions (D1)-(D4) may be checked by us-
ing the existence and boundedness of higher derivatives to bound the
differences occurring in those assumptions. For example, (D1) holds if
Juu is bounded for 0<u#<1 and @ near 6, and if G(u, 6,|6) is bounded by
an L, function for ¢ near 6,. These facts may be checked by computa-
tion from the expressions given for J and G.
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