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Introduction
Let ¢=(4,--+,&,) be a complex p-dimensional Gaussian random
variable with complex mean E(§)=a=(a;, -, a,)’ and positive definite

Hermitian complex covariance matrix Y=FE(¢—a)(é—a)* where (£—a)*
is the adjoint of (¢—a). The probability density function of & (with re-
spect to the Lebesgue measure in the 2p dimensional Euclidian space of
of real and immaginary parts of ¢) is given by

(1) p(¢|e, 2)=z"%(det 2)~' exp {—(§ —a)*T7'(§ —a)}

with E(¢—a)(§—a)’=0. The problems considered here are the following :
(A) To test the null hypothesis Hy : ay=- -+ =a,=0 against alternatives
H,:a=:--=a,=0 when p;<p and «, I are both unknown.

(B) To test the null hypothesis Hy : &y=---=a, =0 against the alter-
natives H, : a#0. When a, 3 are both unknown and p,<p.

(C) To test the null hypothesis Hy:ey=---=a,,,=0 against the
alternatives Hy : ay=- - - =a, =0 when p,+p<p and a, 2 are both un-
known.

We will find here the likelihood ratio tests of these problems and
examine their optimum properties. The real counterparts of these prob-
lems are wellknown in the statistical literature (see for example Giri
[1], [2] and Stein [4], Giri, Kiefer and Stein [5]). As it has been shown
there, the computation in this paper holds for the real normal population.

1. Likelihood ratio tests

Let &=(&s,--*,és,)'s B=1,---, N be N random observations on &.
Write N§=§J ¢, and S=§‘_. (&,—¢)(&,—&)*. We will assume throughout
that N>p sc: that S is polsitive definite Hermitian with probability one.
Write o,:ij}p, with ¢,=0 and z’:}p,:p. Let
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where &, aw, &4 are p;x1 subvectors of &, a, & respectively and
San, Zapn are p,Xp, submatrices of S, Y respectively. We will also
write for >3, Su;=(Sun,"**, Sup) and S;;=(Suw, -+, Syo). Zuy and
Z,q will be used to denote similar vectors in terms of 3’s. Further-
more we define Ci,---,C; and Ry,---, R, by

i _ _
(1.2) 2 Ci=N¢&5Shiné »

[3 i
a/(1+30)
=NE&%Sihéa/(1+ NEESTHEL)
= NEE(Sun+ Néwé i)

i
SR

and 4,,---, 0, by
i
1.3) ? 0;=Nafy3rinay -

Since Y and S are hermitian positive definite, R,=0, §,=0 for all <.
The last equality of (1.2) follows from the following lemma.

LEMMA 1. For any Hermitian positive definite matrixz S of dimen-
sion pXp and for any complex p-vector &

et e=rii
Proor.
(S+&6%)7'=8"1—(S+ee*)7¢e*S .
Hence,

EX(S+HE6%)TIE=E*STIE—eX(S+E6%)IE(6*STY) .

Therefore we get



TESTING PROBLEMS CONCERNING MEAN 247

* *)-1la — £*S-e
EX(S+e%)¢ ——1+$*S"e .

From Giri [3] the joint distribution of R,,---, R, is given by
k k -1
4 PR, R)=TW)[F(N=315) 1T )]

k
— —_— k
N=Epe=1 4 o

1

k
(-3
k k k
exp {310} +31 R, 310, [T 0 —0,.s, 15 R)

where @(a, b; x) is the confluent hypergeometric function given by

biye1s G palet]) B
oo b=l o Ty or T

Further it has been shown that the marginal distribution of R,,---, R,
is obtained from (1.4) by replacing k£ by 5. If 6,=0 for all + then the

joint distribution of R,,---, R, is a multivariate beta i.e.
. k k -1
(15) PR+, B)=TW)| I(N—31p) T 0]
k
_ <1—§}R¢>N—7T: pi—1 ]kTR{f“.
1 1

In this particular case, it is easy to see that 1—R,—R;)(1—R)™" is a

beta random variable with parameter N—p,—p, and p, and is distributed

independently of R,. Also 1—R, is beta with parameter N—p, and p,.
The likelihood of the observations &;,---, &y is given by

(1.6) L=r""%(det Z)~¥ exp {-}E (e,,—a)*z-!(eﬁ—a)} .

Case A. With the above notations k& takes the value 2 for this
case. Under H,, : a=0 and under the alternatives Hj, : ay,=0.

The likelihood ratio test criterion for testing H,, against H,, is
(from (1.9) below)

1.7 A=max L / max L
Hyy Hy
— | S(11)+N5_(1)5—2'§) [~¥] A?(_zz) —SaSahSanl™
[S+Ngg*|™

=1 +NE&SaHEw) Y /(L+ NEXS &)~
=1—R—R)™™/1—R)™.

Thus the likelihood ratio test is to reject Hy if (1—R,—R;)(1—R)™! is
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less than a constant depending on the size of the test. Under H,,,
(1—R,—R;)(1—R)™" is distributed as beta (central) with parameters
N—p,—p, and p,.

Case B. Here also k=2. Under Hy : ay,=0 and under the alter-
natives Hy : a#0. Now

(1.8) A=max L / max L
Hyp _Hzl_
—1Sap+NEwES ™ [ Sap — SenSaiSan |

[S|=*
=(1+N¢ E’i)s(—ﬂ)ém)—lv =(1—-R)".

Hence the likelihood ratio test of H, against Hy, is to reject H, if
1—R, is less than a constant and under H,, 1—R, is beta with param-
eter N—p, and p,.

Case C. Here k is equal to 3. Under Hy : ap;=0 and under the
alternatives Hy : ay,=0. Writing

(L9 3 E—a)E(E—a)
= g (Esn—am)* Tiny(Eprn—am)

+ é (s —aw— ZanZian(§sm—am)) *(Eop — ren i i)
(& —aw— 2 Smn(Esm—awm)
we get
max L=|S|™(1+ N&%,Sahém) ™ exp (—Np)I > .

Similarly,
n;ax L=|S|™"(1+N E("i)s(—li)gu))_}v exp (—Np)lI=*7.
31
Thus the likelihood ratio test is to reject H;, whenever (1—R,—R,)

(1—R))™" is less than a constant, and (1—R,—R;)(1—R,)™" is beta with
parameters (N—p,—p,), p; when Hjy is true.

2. Some optimum propertfes

Case A. The problem of testing H,, against H, remains invariant
under the group of transformations G of pXp nonsingular complex
matrices
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(gu 0 )
g_—_
Gz G
operating as (&, a, 2)—(g¢, ga; g2g*) where g, is the p,Xp, submatrix
of g. The maximal invariant Giri [2] in the sample space of &,---, &y
is (R,, R;) and the corresponding maximal invariant in the parametric
space of (a, X) is (d;, 0;). From (1.4) the conditional distribution of R,
given R, is given by
(2.1) P(Re| R)=I'(N—p) [ (p)[(N—p,—p,)] " R~

- (A—Ri— RV (1 —R) oD

- exp {—08:(1—R,)}O(N—py, p;; R:0y) .

Thus the ratio of this conditional density under H,, to this density un-
der H,, is

(2.2) pHu(RZ [R))/ pyw(Rz | R)=exp (—8:(1—R)O(N—p,, p:; R:d) .

Thus it is easy to note that conditionally given R, the test which re-
jects H,, for large values of R, or equivalently for small values of 1—
R(1—R)*=(1—R,—R;)(1—R,)™* (the likelihood ratio test) is uniformly
most powerful invariant.

Case B. This problem remains invariant under the following group
of transformations

(g! b)Eing'l‘l'b ’ gGG; 7:=1" * Ny

7 and b is any complex vector with by,=0, by, is defined similar to aq,.
The maximal invariant in the sample space is R, and the corresponding
maximal invariant in the parametric space is d;.

(2.3) PR)=T(N) I (N—p)I (p)]"' Ry (1— Ry ="
- exp [—4]O(N, p,; Rdy) .

Now the ratio of the density of R, under H, to its density under H,
is given by

(2.9) pHn(Rl)/ P, (R)=exp {—}O(N, py; R,d)) -

Thus for testing H, against H, the test which rejects H, for large
values of R, or equivalently for small values of 1—R, (the likelihood
ratio test) is uniformly most powerful invariant.

Case C. Here K=3; Hy :amy=0 and Hy : aq,=0. This problem
remains invariant under the following group of transformations

(97, C)ei=g.6:+C for all ¢; g, €Gr,
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where C is a complex p-vector with Cy;=0 (Cy, is defined similar to ay,)
and G, is the group of pXxp nonsingular complex matrices of the form

g 0 O
gr={0a gu» O
O Oz s

with g,; being the p,Xp; submatrix of g,. The maximal invariant in
the sample space is (R.R,) and the corresponding maximal invariant in
the sample space is (6;, d;). It terms of 4, and 6,, Hy : 6,=05,=0 and
Hy : 6,=0. It is now clear that the conclusion given in case A carry
over without change to this case.
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